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## Motivation - The COPE Principle

- The COPE protocol - 2-hop relay networks [Katti et al. 06]

4 transmissions w/o coding vs. 3 transmissions w. coding

- $r$ sends $[X+Y] ; d_{1}$ decodes $X$ by subtraction.
- Empirically, 40-200\% throughput improvement.
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- The capacity can be defined over the corresponding PEC network.
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## Can we combine the benefits of Network

## Coding \& Opportunistic Routing?
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## Initial Thoughts

- Without direct $s_{i} \rightarrow d_{i}$ communication:

With this motivation, this work studies the Common Info. of Random Linear Network Coding.
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An example is provided in the paper.

## Main Result

- A partition of $\{1, \cdots, K\}$ is a collection of disjoint subsets $\left\{S_{m}\right\} \triangleq\left\{S_{1}, S_{2}, \cdots, S_{M}\right\}$ such that $\bigcup_{m=1}^{M} S_{m}=\{1, \cdots, K\}$.

Theorem 1 Define $(\cdot)^{+} \stackrel{\Delta}{=} \max (\cdot, 0)$. For any receiving sets $\left\{\mathcal{R}_{t}: \forall t\right\}$, with sufficiently large $\mathrm{GF}(q)$ we have
$\operatorname{rank}\left(\bigcap_{k=1}^{K} \Omega_{k}\right)=\max \left\{N-\sum_{m=1}^{M}\left(N-\mathcal{T}_{S_{m}}\right)^{+}: \forall\right.$ partition $\left.\left\{S_{m}\right\}\right\}$.
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## Intuition of the FS and FI Conds.

The Common Info. problem of RLNC is reduced to finding a deterministic assignment satisfying the Fully Spanned and Fully Intersected Conds.

- Let $\mathbf{x}$ denote the input coding vectors and the local mixing kernels.
- Then in RLNC, each message along an edge has the form of

$$
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- [Fully Intersected] associates a deterministic $\mathbf{x}_{0}$ assignment with the corresponding fractional expressions; [Fully Spanned] guarantees both $g_{n}(\mathbf{x})$ and $\operatorname{det}\left(\left[\mathbf{v}_{i}\right]\right)$ are non-zero.
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The total \# of to-be-sent symbols:

$$
\operatorname{rank}\left(\Omega_{r}^{\left[s_{1}\right]}\right)-
$$

The overheard info.:

$$
\begin{aligned}
& \operatorname{rank}\left(\Omega_{r}^{\left[s_{1}\right]} \cap \Omega_{d_{2}}^{\left[s_{1}\right]}\right)- \\
& \quad \operatorname{rank}\left(\Omega_{r}^{\left[s_{1}\right]} \cap \Omega_{d_{2}}^{\left[s_{1}\right]} \cap \Omega_{d_{1}}^{\left[s_{1}\right]}\right)
\end{aligned}
$$
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- Main Results

$$
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- Main motivation:

- Future works: (i) Arbitrary combinations: Ex: $\left(\Omega_{1} \oplus \Omega_{2}\right) \cap \Omega_{3}$.
(ii) Common Information of RLNC over multi-hop networks.

