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Abstract. The organization and management of multimedia infor-
mation has been the subject of extensive research and development
since the mid-1980s. However, a number of issues need to be ad-
dressed prior to developing a general purpose multimedia informa-
tion system. We discuss an abstract architecture of such a system
and highlight the issues of data modeling and multimedia informa-
tion authoring, and also provide a systematic argument in favor of

" using an object-oriented approach over the relational approach as
the basic framework for developing a multimedia information sys-
tem. © 1996 SPIE and IS&T.

1 Introduction

Multimedia is emerging as a new information technology
that allows users to store, retrieve, share, and manipulate
complex types of information. A variety of fields including
business, manufacturing, education, computer-aided design
(CAD) and computer-aided engineering (CAE), medicine,
weather, entertainment, etc., are expected to benefit from
this technology. These applications require the use of mul-
timedia data consisting of images, pictures, audio segments,
full motion video, and text. Depending upon the applica-
tion, such data has differing quality requirements. For ex-
ample, in medical information systems, electronic images
(x-rays, MRISs, etc.) and sonograms may require high-
resolution storage and display systems. Due to the diverse
nature of the multimedia data, systems designed to store,
“ransport, display, and, in general, manage such data must
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have considerably more functionalities and capabilities than
conventional information management systems. In general,
multimedia technology requires substantial changes in the
approaches used in designing conventional databases and
storage systems.

In multimedia information systems, monomedia may
represent individual data entities that serve as components
of some multimedia object such as electronic documents,
medical records containing electronic images and sono-
grams, etc. These monomedia objects can be grouped to-
gether for efficient management and access. It is essential

that the user should be able to identify and address different

objects and be able to compose them in time and space. The
composition should be be based on a model that is visually
presentable to the user. It is, therefore, desirable that a gen-
eral framework for spatio-temporal should be available for
composing and storing multimedia documents, :
Recently, some attempts have been made to develo
conceptual models for multimedia information. However,
most of these models are primarily aimed at synchroniza-
tion aspects of the multimedia data while others are more
concerned with the browsing aspects of information. A few
of them, which are based on graphs, have the additional
advantage of pictorially illustrating synchronization and
spatial semantics, and are suitable for visual orchestration
of multimedia presentations. Irrespective of the media type,
it is imperative that a model should render itself efficiently
to an ultimate specification of the database schema and it

- must be integrated with the underlying data models of vari-

ous monomedia. It must also render itself effectively for
developing higher level user interfaces,
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Fig. 1 Abstraction for a multimedia database management system.

Based on this discussion we develop a conceptual archi-

tecture for a general purpose multimedia information sys-
tem as shown in Fig. 1. The architecture consists of three
layers: a monomedia database management layer, an object
management layer, and a user interface layer.
The monomedia database management layer can provide
*he functionalities essential for managing individual media
- luding formatted data (text and numeric) and unformat-
ted dara (audio, video, images). One of the key aspects of
each database at this level is to maintain efficient indexing
mechanism(s) and to allow users to develop semantic-based
modeling and grouping of complex information associated

“with each media. The primary objective is to process

content-based queries and facilitate retrieval of appropriate
pieces of monomedia data, such as a video clips, parts of an
image, audio segments, etc. A major consideration at the
‘time of retrieval is the quality of information that can be
sustained by the system, both at the database site and the
user site. Therefore, it is important that some quality of
presentation (QoP) parameters, such as speed, resolution,
delay bounds, etc., should be specified by the user and
maintained by the system at this layer.

The middle layer can provide the functionality of inte-
gration of monomedia for composing multimedia docu-
ments as well as integrating/cross-linking information
stored across monomedia databases. Integration of media
can span multiple dimensions including space, time, and
logical abstractions (such as hypermedia or object-
oriented). Therefore, the primary function of this layer is to
maintain some metaschema for media integration along
with some unconventional information, e.g., the QoP pa-
rameters discussed above. The objective is to allow effi-
cient searching and retrieval of multimedia information
with the bounds of desired quality. Since there is a growing

»d for management of multimedia documents and librar-

», the need for efficient integration models is becoming
one of the key research issues in developing a general-
purpose multimedia database management system
(DBMS).

The interactive layer consists of various user interface
facilities that can support graphics and other multimedia
interface functionalities. Various database querying and
browsing capabilities are provided in this layer.

In the next section we discuss the QoP issues pertaining
to all the layers of the architecture of Fig. 1. The detailed
discussion of all the layers is the theme of the rest of the

paper.

2 Quality Requirements for Multimedia
Information

The QoP parameters constitute a set of the user-specified
tolerable degradations of multimedia presentation, which
can occur due to resource limitations. These parameters are
used to quantify the presentation process from the user’s
point of view and can be used to specify the resources
required to present multimedia information with a certain
QoP. In the following sections we identify some of the
user-perceivable presentation parameters that influence the
play-out quality of multimedia information.

2.1 Reliability

Isochronous objects, such as video and audio, can tolerate
some information loss without affecting the play-out qual-
ity. These tolerance levels depend on the application and
the media type used in that application, and hence can be
chosen as a QoP parameter. For a user, reliability can de-
scribe the bound for acceptable delivery for a multimedia
object type due to resource constraints. An option to over-

- come this limitation is to pre-fetch enough data. However,

due to the bounds on buffer availability this may not be
possible for all the multimedia objects for every user. An-
other factor that can affect reliability is early arrival of data
at a destination, which may result in buffer overflow. De-
pending on the required reliability, at the time of authoring
the document, a user can quantify the acceptable data loss
for each object due to buffer overflow by specifying maxi-
mum allowable percentage data loss due to buffer overflow
for each object O; of the document. The resolution and
presentation rate of a multimedia object can be used to
determine which and how much data to drop, in case of
limited resources. For applications requiring a lower reso-
lution and/or presentation rate, we can afford to drop a
fraction of the object at the source. For example, if the user
can tolerate a presentation rate of 20 frames per second for
a video object (instead of 30 frames per second), one in
every three frames can be dropped without degrading the
required play-out quality beyond the acceptable level. This
data dropping can be specified by the user in the form of a
ratio called presentation rate ratio and is represented by
0; for an object O;. Formally, the ratio 6; is defined for
isochronous objects (video and audio) as the ratio of the
required rate of presentation to the nominal one. In case of
anisochronous objects such as text and images, the ratio
0; is defined on resolution instead of rate of presentation.

2.2 Skew

A strict presentation requires that multimedia objects be
played out with zero slippage. This can be achieved
through interstream synchronization, which necessitates all
objects to be delivered prior to their deadlines. Concurrent
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objects may be delivered independently, and hence may
experience different delays, causing some of them to miss
heir temporal deadlines. Objects that missed their dead-
.ines start lagging while data on other streams are continu-
ously consumed during presentation. We refer to such a
synchronization failure as deadline miss. The acceptable
delay for an object O; with respect to its deadline ; is

denoted by a;. The value of a; depends on the object type

and the application. The maximum relative skew between
two concurrent objects O; and O; is max[e;,a;]. We can
express the acceptable level of presentation degradation
due to skew in terms of the maximum tolérable percentage
of deadline misses by a factor greater than the delay «;.
We can formally characterize the maximum tolerable dead-
line miss for an object probabilistically as the maximum
tolerable probability with which each presentation unit of
object O; can miss its deadline by more than a delay a;.

3 Development Issues for Multimedia
Information Systems

The issue-of computation, composition, and QoP is preva-
lent in multimedia data. Development of a general-purpose
multimedia information system (such as the one shown in
Fig. 1) is a challenging problem. It is nontrivial to use a
unified family of schema for managing the bottom two lay-
ers of Fig. 1, as the domain for a given multimedia appli-
cation can be quite complex and ill-structured. Moreover,
the metaschema may also incorporate some unconventional
nformation, e.g., the quality of service (QoP) parameters
- _r presentation, as discussed in the previous section.

Therefore, it is essential to scrutinize the possible imple-
mentation approaches, which can be classified into two cat-
egories:

* using the conventional data model such as relational,
which has been used for the last fifteen years

* semantic-based object-oriented solution, which will
prevail throughout this decade and onward.

The conventional data modeling techniques lack the
ability of managing semantics of multimedia objects in a
heterogeneous  multimedia  database  environment.
Semantic-based integration of different types of data may
be required for a large number of multimedia applications.
The relational model has a drawback of losing semantics,
- which can cause erroneous interpretation of multimedia
data. Limitation of this model becomes obvious when we
deal with the issue of semantic modeling of unstructured
monomedia data (layer 1 of Fig. 1), such as video, audio, or
images. This is discussed in detail in the following section.

3.1 Data Modeling and Management of
Monomedia: Layer 1

The key characteristic of monomedia data (especially the
video data) is its spatial/temporal dimensions, which makes
*“ese data very different from the conventional textual/

shanumeric data. A user can generate queries containing
ooth temporal and spatial semantics while accessing video
data. Moreover, considerable semantic heterogeneity may
exist among users of such data due to differences in their
preconceived interpretations or intended use of the infor-
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mation in the database. For example, for video/image data,
Fig. 2(b) describes abstraction hierarchies in space and time
that need to be generated, in order to develop content-based
indexing mechanism for a video/image database manage-
ment system. Such hierarchical abstractions may result in
considerable semantic heterogeneity, which has been a dif-
ficult problem for conventional databases, and even today
this problem is not clearly understood. Consequently, pro-
viding a comprehensive interpretation of such data is a
complex problem.

However, the semantic-based object-oriented models
can provide a richer set of abstractions that are particularly
useful for the users to extract/define views of information at
various levels of these hierarchies. These models can help
users in developing their own custom-tailored access tools
without misinterpreting the underlying metalevel concepts.
Through such an approach, the real meaning of attributes
can be captured using common concepts and thus provides
a highly interactive environment.

From the abstractions in Fig. 2(b) we can extract the

— necessary design specifications for the development of an

automated video information management system, as
elaborated in Fig. 2(a). The figure highlights the complex
integration of various diverse technologies including com-
puter vision and image processing (CVIP),? AL and data-
base management systems. The generation of content-based
indices requires a broad spectrum of computations that are
intermingled with data and entities at various levels.

Most of the existing multimedia database systems (espe-
cially video and image) either employ limited image pro-
cessing techniques for semiautomated indexing of data or
use manual approaches to generate keywords or annotated
textual descriptors. On the other hand, in semiautomated
image processing based systems, special emphasis is given
to content-based analysis of the data. Due to the shear vol-
ume of the data and desired capabilities of multimedia da-
tabase systems such as automatic indexing and abstraction
of video data, efficient computer vision/image processing
algorithms need to be employed both at the preprocessing
stage and during on-line query processing. Furthermore,
powerful data retrieval techniques are needed to support
on-line query processing. An automated video database
system requires an effective and robust recognition of ob-
jects present in the video database. Due to the diverse na-
ture of the video data, we can use various techniques cur-
rently available according to the requirements of different
contents that may occur in a given video. For each input
video clip, using a database of known objects, first we need
to identify the corresponding objects, their sizes and loca-
tions, their relative positions and movements, and then en-
code this information using the proposed model. This en-
coded information can be used to answer on-line queries.
Also, in case the video/image data are needed in a multi-
media document, the encoded information can be integrated
directly by the composition schema maintained by the
middle layer of Fig. 1. Integration and management of het-
erogeneous computation with data entities at these levels
would be clumsy if we attempt to use a relational model.
As mentioned earlier, the data/computation encapsulation
feature of object-oriented technology would be more suit-
able for such a purpose.

4
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Fig. 2 An architecture for an automated video/image database management system for on-!ine query processing.

The object-oriented technology, on the other hand, can
provide a powerful paradigm to meet the requirements of
multimedia composition and developing semantic models.
Its data and computational encapsulation features offer el-
egant semantic modeling capabilities at various levels of
information granularity in multimedia database systems.

3.2 Integrated Composition Model for Multimedia
Information: Layer 2

Presentation of preorchestrated and composed multimedia
information requires synchronous playout of time-
dependent multimedia data according to some prespecified
temporal relations and QoP requirements, as discussed in
Section 2. Such functionality is provided by the middle
layer of Fig. 1. At the time of creation of multimedia infor-
mation, a user needs a model to specify temporal con-
straints among various data types and the QoP requirements
that must be observed at the time of playback for each
object. Examples of models that specify the temporal rela-
tionships among the multimedia objects are object compo-
sition petri-net (OCPN)** and hypermedia/time-based
document structuring language (HyTime). In this paper we
concentrate on the OCPN model, since with a little modi-
fication it can also include QoP parameters for each object
type along with their temporal relationships. Also, the ma-
jor advantage of using the OCPN model is its graphical
appeal to the user. The model can provide a spatio-temporal
composition process visually on the screen.

A place in the modified OCPN represents the play-out
process of multimedia object O;, which may be textual
data, image, or a video/audio segment. The play-out dead-

line 7r; of each object O; is the time instance at which the
playout of that object is scheduled to start. Quality at-
tributes associated with an object can include its type
(continuous/discrete media), size s;, duration of its presen-
tation 7;, allowable skew «;, probability of deadline
misses, probability of buffer overflow, presentation rate ra-
tio 6;, etc., as depicted in Fig. 3. These attributes .are given

Parameter Symbol
duration T
size s
deadline x
allowable skew 1]
display area A
rate r
reliablity '}
contents Data-Base Schema

X b} 3 x, time

Fig. 3 An example OCPN with QoP parameters.
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by the user at the time of creation of the multimedia docu-
ment and incorporated in the OCPN model. A transition in
the OCPN represents a synchronization point as it marks
the play-out start time or deadline of new concurrent ob-
jects. At the time of presentation, the OCPN structure is
evaluated and objects associated with places are retrieved
and communicated to the end user. Due to multiplicity of
concurrent objects (e.g., video and audio) not only intras-
tream but interstream synchronization is necessary.

Anisochronous data (e.g., text and images) need to be
available at the play-out device at the destination before the
play-out deadline specified by the OCPN. On the other
hand, isochronous objects, such as video and audio, can be
transmitted at the same rate as the play-out rate.

From the development point of view, the object-oriented
technology can provide a powerful paradigm to implement
multimedia composition models and allow semantic mod-
eling of multimedia documents.>®

3.3 Query and User Interface:vLayer 3

The query language of a database system is strongly related
to the underlying data model. For multimedia applications,
a highly interactive environment is needed that allows
content-based search, browsing,'! or partial match retrieval.
For content-based retrieval, a query in its simplest form can
be based on keywords/descriptors or some formal spatio-
temporal expression. The other extreme is to allow the user
to sketch images or to draw examples of spatio-temporal
events. Such query-by-visual-example (QVE)""' capabil-
ity places stringent requirements on the design of the user
interface. For this purpose a graphical interface or visual
language is more useful and friendly than the conventional
textual query language, such as structured query language

(SQL), since the former can allow representation of objects

by images or icons and it is easy to use.

As we expect, object-oriented schemes may be used as a
toolkit for developing such interfaces. The integration of
these components, data definition languages, and database
programming languages pose major challenges in designing
the query language of the system. '

~‘Some progress has been made in query languages re-
cently. Most of the proposals are centered around extending
existing languages, such as SQL, toward multimedia appli-
cations. However, incorporating content-based search and
using these languages. in a programming environment is a
major issue to be addressed by the database community.

In our view, using some graphical query interface is the
most appropriate and user-friendly approach. For this pur-
pose, the OCPN model, shown in Fig. 2, is a natural choice,
since to the end user it can provide all the important com-
position and QoP information in a comprehensive manner.

Figure 4 shows a graphical user interface for interac-
tively creating an OCPN-based structure of an arbitrary
multimedia document. The interface provides a set of icons
for building an OCPN with all the desired QoP parameters,
as depicted in Fig. 3. '

4 Discussion on Data Models

Integration of monomedia is a key issue for developing a
general-purpose multimedia information system. It is still
being debated in the database community whether or not
integration problems of even textual databases can be
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Fig. 4 A Graphical view of document querying/authoring process.

solved through schema integration alone. A family of solu-
tions using the notion of external and internal schema has
been proposed. This approach has its own strengths and
weaknesses. Although some relational database systems
have started supporting access to multimedia objects in the
form of pointing to binary large objects (BLOBSs), there is
no provision for interactively accessing various portion of
objects, as a BLOB is treated as a single entity in its en-
tirety. A somewhat related problem is that the relational
model does not provide an elegant mechanism for main-
taining a complex logical structure of multimedia
information/documents. As argued above, the object-
oriented paradigm can be a powerful candidate for devel-
oping most of the functionalities of Fig. 1.

Abandoning the relational model altogether for the
implementation of a multimedia information system can
cause a serious dilemma, as extensive management of a:
large number of indices, the metaschema, and physical da-
tabases (e.g., shown in Fig. 1), as well as interfacing with
the operating system for real-time retrieval, can be techno-
logically challenging. Since most of the management data
itself is textual in nature, it can be efficiently managed us-
ing the traditional relational database technology. However,
if we insist on using the relational technology as the bases

- of the whole system, the capabilities of the relational model

need to be expanded substantially, in order to overcome the
problem of mismatch between the relational and object-
oriented technologies.®

In summary, most of the existing multimedia database
approaches lack the ability to provide a general-purpose
automatic mechanism that can render itself to semantic-
based description of data. In order to address the issues
related to a user-independent view and semantic heteroge-
neity, a semantically unbiased abstraction approach would
be desirable, which can allow representation of spatio-
temporal information associated with objects (persons,
buildings, vehicles, etc.) at some basic level. However,
such a technique would require effective and robust CVIP
algorithms. Such a basic but unified framework can provide



Design and development issues for multimedia

a good flexibility to the users to express and for the system
to process semantically heterogeneous queries on the unbi-
ased encoded data. This modeling approach can provide an
efficient indexing mechanism for on-line query processing
without performing computations on the raw video data
since such computation can be quite extensive.

5 Conclusion

One of the main requirements of multimedia information
systems is that they will need data models more powerful
and more versatile than the relational model, without com-
promising the advantages of the former. The relational data
model exhibits limitations in terms of complex object man-
agement, indexing, and content-based retrieval of video/
image data, and the facility for handling the spatiotemporal
dimensions of objects. To address these issues, we have
emphasized two key requirements for multimedia data-
bases: the process of spatiotemporal modeling and the com-
putational needs for automatic indexing of spatiotemporal
data. We have highlighted various other challenges that
need to be tackled before multimedia information manage-
ment systems become a reality.
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