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Abstract—We present a general framework for the problem
of quality-of-service (QoS) routing with resource allocation for
data networks. The framework represents the QoS parameters
as functions rather than static metrics. The formulation incorpo-
rates the hardware/software implementation and its relation to
the allocated resources into a single framework. The proposed
formulation allows intelligent adaptation of QoS parameters and
allocated resources during a path search, rather than decoupling
the path search process from resource allocation. We present a
dynamic programming algorithm that, under certain conditions,
finds an optimal path between a source and destination node and
computes the amount of resources needed at each node so that the
end-to-end QoS requirements are satisfied. We present jitter and
data droppage analyzes of various rate-based service disciplines
and use the dynamic programming algorithm to solve the problem
of QoS routing with resource allocation for networks that employ
these service disciplines.

Index Terms—Quality-of-service (QoS), rate-based queueing, re-
source allocation, routing.

I. INTRODUCTION

NEXT-GENERATION Internet applications involve ac-
cessing large volume of multimedia information from

remote servers and databases. Transmission of multimedia data
over a broadband network requires special support from the
underlying routers and switches. The objective of the network
support is to guarantee the quality-of-presentation (QoP) re-
quired by the multimedia client(s) at the destination(s) [27]. To
achieve this objective, the network must provide guaranteed
quality-of-service (QoS) under diverse network conditions
and resource constraints. Several researchers have tackled
this problem from a variety of aspects, such as end-to-end
strategies [1], individual node resource management strategies
[2], QoS-routing strategies without resource consideration
[16], [22], [25], [31], [32], and QoS routing with resource
consideration [7], [19]–[21], [28].

In a data network, the output interface of a node employs
a specific packet scheduling algorithm, commonly known as a
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service discipline. The service discipline determines the rela-
tion among the QoS parameters provided by the node and the
allocated resources. The existence of these relations changes the
perspective about the problem of QoS routing with resource al-
location. In this paper, we present a general formulation of this
problem that employs the knowledge of the service discipline
to combine QoS routing and resource allocation into a single
framework. The formulation exhibits three important features.
First, it takes into consideration the relationship between the
QoS metrics and the allocated resources. Second, it allows inde-
pendent allocation of different resources coupled with routing.
Third, it captures the interrelationship among various QoS met-
rics. These features are particularly important if the QoS re-
quirements and the resource constraints are specified in such
a way that one stringent requirement can be satisfied at the ex-
pense of another one that has some degree of tolerance. Based
on the proposed formulation, we present a dynamic program-
ming algorithm to find a route between the source and desti-
nation nodes and determine the amount of resources along the
intermediate nodes to satisfy the QoS requirements.

The QoS requirements for a path can be specified by four
parameters: the maximum variation in end-to-end jitter delay

, the minimum reliability or percentage of data droppage
, the minimum long term average bandwidth ,

and the maximum end-to-end delay . Satisfying these
requirements involves two aspects: routing and resource al-
location. Traditionally, a network is modeled by a directed
graph and the QoS parameters are captured by a fixed metric(s)
assigned to the edges [7], [16], [19]–[22], [25], [26], [28], [32].
The process of route establishment is usually decoupled from
the problem of resource reservation and the ability to vary
resources and quality metrics. In reality, such metrics are not
fixed and can be changed during the process of path hunting. In
this paper, we focus on two key network resources, namely; the
bandwidth and the buffer space used in the queues of service
disciplines.

This paper is organized as follows. In the next section, we
provide an overview of the recent results in the area of QoS
routing. In Section III, we present a network model that al-
lows capturing of relation among the node implementation, al-
located resources, and the QoS parameters, and specify condi-
tions when a route satisfies the QoS requirements. In Section IV,
we present a general mathematical formulation for the problem
of QoS routing with resource allocation, analyze the formula-
tion, and present a dynamic programming algorithm to solve
this problem. In Section V, we illustrate the applicability of the
framework presented in Sections III and IV by examining some
of the well-known service disciplines, and derive the relation
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between resources and the level of QoS provided by these dis-
ciplines. Section VI summarizes the distinction between the re-
search results presented in this paper and earlier work in this
area. In Section VII, we conclude the paper and propose some
future work.

II. BACKGROUND

The problem of QoS routing has been the center of attention
in both academic and industrial communities for some time. The
research in this area can be broadly divided into two areas: QoS
routing without resource consideration and QoS routing with
resource consideration. In this section, we provide an overview
of some of the relevant results in both areas.

In the area of QoS routing without resource consideration
[16], [18], [22], [25], [26], [31], [32], [34], the problem is typ-
ically formulated as follows. The network is modeled as a di-
rected graph . QoS parameters are captured as func-
tions that map the set of edges to a set of nonnegative integers,
usually referred to as weights or metrics. These metrics repre-
sent the level of QoS provided by each edge. In determining
these metrics, interaction among resources is ignored. Instead,
each metric is assumed to be an independent numerical value
that can be aggregated using ordinary addition. The solution to
the QoS routing problem is then a simple path hunting between
the source and destination nodes such that the path satisfies all
the QoS requirements. The QoS routing problem formulated in
this manner is equivalent to a constrained shortest path problem,
which is NP-complete [14]. Some researchers have suggested
approximate algorithms with time complexity that grows nonex-
ponentially as the solution becomes more accurate. Other have
provided pseudopolynomial algorithms with time complexity
dependent on the numerical values of the arguments. In some
cases, exact algorithms with exponential time complexity have
been proposed. In [32], Wang and Crowcroft divided metrics
into three categories: additive, multiplicative, and concave (bot-
tleneck). They showed that a combination of one additive or
multiplicative metric and one concave metric is not NP-com-
plete, while a combination of more that one additive and/or mul-
tiplicative metric is NP-complete. Usually, researchers attempt
to solve the optimization version of the problem, which is to
find a path that minimizes one of the metrics, while satisfying
the constraints on the others.

For the second problem that deals with QoS routing with
resource consideration [7], [19], [21], [28], the network is mod-
eled as a directed graph with QoS parameters captured as metrics
assigned to each edge. Resources are also defined as numer-
ical values associated with each edge. Based on the available
resources, the traffic description, and, in some cases, the em-
ployed service discipline, the metrics associated with each edge
are computed. In some cases, only a single resource is consid-
ered, which is bandwidth [7], [20], [28]. In some studies, the
problem of reliability (data droppage) is not addressed, even
though a service discipline is assumed to be employed [19], [21].
Most of the existing work in this area applies to special cases and
does not address the general formulation of the problem of QoS
routing with resource allocation. In addition, in the existing work
both the allocated resources and the metrics are assumed to be
static and cannot be changed during the process of path hunting.

The discussion above highlights the observation that earlier
research in the area of QoS routing attempts to solve the problem
using one of the following two approaches: the first approach
models the problem as a constrained shortest path without con-
sidering any resources. In the second approach, fixed metrics
are assigned to each link based on the available resources and
the traffic description prior to applying a path search algorithm.
However, the results of these approaches do not incorporate the
effect of multiple routers, connected in tandem, on the QoS pa-
rameters of a path, rather addition is used to aggregate the met-
rics. Also, these results do not include the possibility of tuning
the allocated resources during the path search in order to estab-
lish a route that satisfies all the QoS requirements collectively.
For example, suppose that the jitter requirement is very tight
while the data droppage requirement has some flexibility. In this
case, it may be essential to reduce the queue size to achieve re-
duced jitter caused by the queueing delay, even though abundant
memory may be available. In other words, assigning the met-
rics prior to the path searching algorithm may preclude finding
a path that satisfies the QoS requirements, even though one such
path may exist. Varying QoS metrics, if required, is usually car-
ried out prior to a path search. In summary, existing results do
not provide a single framework that allows routers and switches
to utilize the combined knowledge of hardware/software imple-
mentation and the available resources to take intelligent routing
decisions.

III. NETWORK MODEL

As mentioned in Section II, the values of the QoS parameters
are sometimes computed based on the available resources, the
traffic shape, and service disciplines. These values are computed
prior to searching a path and are not allowed to change during
the path search. The main drawback of this approach is that it
does not fully incorporate the knowledge of the network ele-
ments implementation and the traffic shape inside the network
in relation to the allocated resources. In this section, we extend
the graph theoretic model to incorporate this knowledge. The
extension to the graph theoretic model is based on the concept
of jitter graph proposed in [4]. A jitter graph consists of jitter
nodes and jitter links. We proceed to discuss these two entities
and the way they abstract the physical characteristics of a data
network. Based on the jitter graph model, we identify the rela-
tionships between the QoS parameters and different resources
inside a network.

A. Concept of Jitter Graph

A jitter graph consists of a set of jitter nodes V and a set of
jitter links E. The set of nodes represents the processors and
the cross-connections residing in switches, routers, computers,
etc. The set of links represents the service disciplines em-
ployed at the output interface of the switches and the physical
communication lines to which they are connected. Traffic tra-
verses such networks through established channels. A channel
can be viewed as a path through a jitter graph, which is sequence
of jitter nodes connected via jitter links. The correspondence be-
tween the physical network and proposed model is depicted in
Fig. 1.
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Fig. 1. Network model.

A jitter link connecting the two nodes and is charac-
terized by five basic attributes: 1) maximum propagation delay

; (2) minimum propagation delay ; 3) maximum trans-
mission capacity ; 4) reliability ; and 5) jitter .

The maximum propagation delay, , is the maximum
time difference between transmitting a packet by node and
receiving this packet at the node . This parameter captures
the end-to-end delay of point-to-point connections that employ
service disciplines with bounded queueing delay, such as PGPS
(WFQ) [23], [6], and VC [37]. The parameter can
also represent a statistical bound for networks with arbitrarily
large delays. The attribute is the minimum time difference
between transmitting a packet by node and receiving it at the
input of node . This attribute captures the physical propaga-
tion delay and the service time, which is usually the size of a
packet in bits divided by the physical capacity of the link in
bits per second. The third attribute represents the physical
transmission capacity of a link in bits per second. The fourth
attribute is the minimum reliability of the jitter link .
Formally, let be the total number of packets transmitted
by the jitter node toward the jitter node along the jitter link

so far. Let be the total number of packets received
at the jitter node . The jitter link is said to provide a
reliability value of if .

Several researchers [12], [30], [36] define jitter as the differ-
ence between the maximum and minimum possible propagation
delays across the link , that is . Although
this is a valid and widely accepted definition—and we use it in
Section V—for the sake of generality, we provide a less restric-
tive definition of jitter. We define jitter for a jitter link as
the variation in the delay between submitting a packet for trans-
mission at the node till it is completely received at the input
of node . For a certain class of applications, jitter can be taken
to be the maximum difference. For some class of applications,
statistical measures, such as the variance of the delay along the
link, may be more appropriate.

We make further assumptions to facilitate the analysis.

• The reliability value of a jitter link is affected
only by data droppage occurring at the output service dis-
cipline as a result of buffer overflow. This assumption
is justified by the fact that packet loss due to corruption
during signal propagation along optical fibers or coaxial

cables tends to be negligible when compared with packet
droppage in nodes.

• We assume that a switch is nonblocking [17], that is,
the switch fabric has enough processing power to relay
packets from the input to the output interface. Hence,
we can assume that jitter and delay result only from the
queueing, service time, and/or propagation delay.

B. Effect of Resources on the QoS Parameters

Based on the jitter graph model outlined in Section III-A, we
identify two types of resources:

• : the buffer allocated for a given data stream in the
service discipline residing in the node and transmitting
data to the node ;

• : the bandwidth allocated for a given data stream
along the communication link between the nodes and
represented by the jitter link .

The above resources are restricted by the maximum values im-
posed by the hardware and/or software limitations of a node.
These restrictions are specified as follows:

• , the total buffer space available for the data stream
under consideration to the service discipline transmitting
packets from the node to the node ;

• , the physical link capacity;
• , the available bandwidth or an administra-

tive limit on the maximum amount of bandwidth available
for allocation to the data stream under consideration along
the jitter link .

Due to the existence of the service discipline, the jitter, reli-
ability, and end-to-end delay are functions of the resources and
the traffic shape. Hence, we have

where the functions , , and are specified by the
traffic shape and the service discipline employed along the jitter
link . In Section V, we provide a derivation of functions

, , and for various service disciplines.
The next step is to specify QoS parameters of a path in a

jitter graph. Traditionally, the QoS parameters of a path are as-
sumed to be the sum or the product [9], [32] of the QoS parame-
ters on each individual link. However, in general, a simple sum-
mation or product may not provide accurate tight bounds on the
QoS parameters of a path. For a given path , the
jitter , the reliability , the maximum delay ,
and the bandwidth should be some functions, with argu-
ments corresponding to the amount of resources allocated along
the path. That is

(1)



BASHANDY et al.: GENERALIZED QoS ROUTING WITH RESOURCE ALLOCATION 453

where the functions , , , and are specified by the in-
teraction between the service discipline in a path and the traffic
shape. As mentioned in Section I, data streams can specify
their QoS requirements in terms of four parameters: the max-
imum jitter , the minimum reliability , the maximum
end-to-end delay , and the minimum longterm bandwidth

. A path is said to satisfy the QoS requirements of the
stream if

and

(2)

Earlier studies [6], [13], [15], [22]–[24], [32], [35] have consid-
ered the bandwidth as a concave or bottleneck function of
the path. In this paper, we adopt the same convention. Hence

(3)

For convenience, we define the parameter for a jitter link
by

(4)

which represents the log-reliability of the link. Similarly, we
define the path log-reliability parameter for a path by

(5)

Hence, a path satisfies the reliability requirement if
, where

(6)

This parameter is adopted from the reliability linearization pro-
cedure used in [32].

In the rest of the paper, we pay a special attention to in-
formation retrieval and broadcast types of applications such as
Internet-based radio and TV broadcast, retrieval of preorches-
trated multimedia documents, and multimedia Webservices. For
this class of applications, jitter, , and play a more crit-
ical role in terms of end-to-end QoS management, rather than
end-to-end delay, , and . Consequently, for the rest of
this paper, we focus on the problem of finding a path in a jitter
graph for a specific data stream such that the requirements ( ,

, and ) are satisfied.
Next, we discuss the problem of QoS routing with resource

allocation and formulate it as a nonlinear program.

IV. QOS ROUTING WITH RESOURCE ALLOCATION

In this section, we start by defining the problem of QoS
routing with resource allocation in light of the network model
discussed in Section III. Then, we present the path feasibility,
the subpath addition, and nonincreasing reliability conditions
that lead to a polynomial time algorithm for solving the routing
problem. At the end of this section, we present a dynamic
programming algorithm that solves the problem in polynomial
time.

A. Problem Definition

Consider a jitter graph and two nodes ,
representing the source and destination nodes, respectively.

For each jitter link , we have the following resources: the
buffer size , where , and the band-
width , where .

Definition IV.1: For a given path path , the path-resource
problem is defined as follows:

(7)

Note that the constraint results from adopting
the convention that the bandwidth of a path is a bottleneck
function of the path as specified in (3).

A solution to the path-resource problem is represented by nu-
merical values assigned to the decision variables and

for all . Specifying these values provides a
methodology of allocating resources along a path for a given
data stream so as to satisfy its QoS requirements. Based on (7),
we define a feasible path as follows.

Definition IV.2: A path is said to be feasible for the QoS
requirements specified by ( , ) if the feasible set in the
path-resource problem defined in (7) for the path is nonempty.

Definition IV.3: Let be the set of all paths between
the nodes and . The problem of QoS routing with resource
allocation is defined as follows:

(8)

This definition of the QoS routing problem is slightly nontradi-
tional as the problem of QoS routing, as defined in the literature,
is to find a feasible solution rather than finding an optimized
QoS metric subject to a set of constraints specified on the other
metrics. However, the optimization problem does provide a so-
lution for the feasibility problem.

The QoS routing problem in (8) has certain properties that
makes it distinct from the routing problems addressed in the
literature. The key distinct features of our routing problem are
listed as follows.

• Our definition does not assume that metrics are combined
through addition. Rather, the QoS attributes of a path are
functions that depend on the QoS resulted from the allo-
cated resources and the individual links.

• Our definition incorporates the relation between metrics
and resources in addition to the interaction between
routers. A solution to the problem of QoS routing with
resource allocation defined by (8), if it exists, depends on
the local functions and for each jitter link ,
and the global functions , , and constructed by
multiple jitter links connected in tandem.

Routing problem in such a general form is intractable. To
solve this problem, we need to impose certain restrictions on
the parameters , , , , and . In the next subsection,
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we present the path feasibility, the subpath addition, and the
nonincreasing reliability conditions, which result in a polyno-
mial time algorithm for solving this problem. In Section V, we
analyze various service disciplines to derive instances for the
problem of QoS routing with resource allocation based on the
properties of these service disciplines.

B. Optimality Conditions

In this subsection, we present sufficient conditions for the al-
gorithm presented in Section IV-C to solve the problem of QoS
routing with resource allocation defined in (8). These optimality
conditions capture some properties of the hardware and software
implementation of the routers and switches.

Definition IV.4: Let be a jitter graph. Consider
the two paths and such that the last node in and the
first node in are identical. The binary operator is defined
as follows: returns the sequence of nodes and edges

constructed by concatenating the path to the end of the
path .

Note that the operator produces a walk rather
than a path or a trail [33], where a walk is a sequence

such that , while a
path is walk with distinct vertices.

The correctness of the proposed algorithm is based on the
path feasibility, the subpath addition, and the nonincreasing re-
liability conditions defined below.

Definition IV.5: Let be a jitter graph with the parameters
, , and defined for every edge and

, , and defined for every path. Let the QoS
requirements for the bandwidth and jitter be defined by be the
positive pair ( , ). The graph is said to satisfy the path
feasibility condition if, for each path such that ,
the requirement can be satisfied for arbitrarily
small positive values of .

The path feasibility condition may appear to be unsatisfiable.
However, the intuition behind it is as follows. For most queueing
systems, the queueing delay, which is the main source of jitter,
can be reduced by increasing the bandwidth or decreasing the
queue size. The bandwidth cannot be increased arbitrarily due
to the physical and the administrative limits of a node. However,
in most of the cases, the queue length can be reduced to an arbi-
trarily small size to satisfy an arbitrarily small jitter requirement.

Definition IV.6: Let be a jitter graph with the parame-
ters , , and defined for every edge
and , , and defined for every path . Con-
sider two paths and such that

, where is the value of the optimum cost
function of the path-resource problem defined in (7). Consider

. Let and
. Let both paths and be fea-

sible. The jitter graph is said to satisfy the subpath addition
condition if

The intuition behind the subpath addition condition is that, in
some cases, concatenating the same edge to two paths results in
the same reduction in reliability.

Definition IV.7: Let be a jitter graph with the parameters
, , and defined for every edge and

, , and defined for every path . Let
be a path from to . Let be a path from to .
The jitter graph is said to satisfy the nonincreasing reliability
condition if

(9)

The nonincreasing reliability condition defined by the relation
(9) is satisfied for almost all practical networks. This is because
the probability of data droppage in the additional path
increases the probability of data droppage for the whole path,
unless such a path employs an error correction technique, which
rarely occurs for high volume multimedia traffic.

C. QoS Routing Algorithm

In this section, we present a dynamic programming algorithm
to solve the problem of QoS routing with resource allocation
defined in (8). The algorithm defined by the following recursive
relation:

(10)

where is the path computed at the iteration and
. The derivation of (10) can be found

in Appendix A-1.
Based on (10), the algorithm QoS-Routing specified in

Algorithm IV.1 finds a solution to the problem of QoS routing
with resource allocation.

Algorithm IV.1: QoS-Routing( , , ,
, )

1 Pre-Process
2 Initialization Loop
3 For each -
4 For each
5 For each
6 Main Loop
7 for
8 for each node
9
10
11 for each node
12
13
14 -
15 if
16
17 else
18

Before we analyze this algorithm, we point out an important
issue. The algorithm is given in a general form, and relies on the
subalgorithms Pre-Process and Path-Opt. Prior to executing
the main loop, the subalgorithm Pre-Process performs some
preliminary processing such as deleting edges with insufficient
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resources. The subalgorithm Path-Opt solves the path-resource
problem defined in (7). Implementations of these subalgorithms
depend on the characteristics of the network elements (routers
and switches) employed by the network and the interaction be-
tween these elements when they are connected in tandem. The
properties and interaction are completely specified by the func-
tions , , , , and . In Section V, we examine some
of the rate-based service disciplines to derive the functional
forms for , , , , and and, hence, produce con-
crete implementations for the subalgorithms Pre-Process and
Path-Opt.

The analysis of the proposed QoS-Routing algorithm is as
follows.

1) Time Complexity: Assume that the time complexity of
Path-Opt is and that of Pre-Process is .

In the initialization loop, all the edges are scanned once.
In the main loop, all the edges are scanned times.
Hence, the running time of the algorithm is

.
2) Correctness of the QoS Routing Algorithm: To prove the

correctness of the algorithm, we need to show that the ap-
plication of this algorithm on a jitter graph yields a solu-
tion to the problem of QoS routing with resource alloca-
tion as defined by (8), given that the path feasibility, the
subpath addition, and the nonincreasing reliability con-
ditions are satisfied. Such a proof involves two aspects.
First, we need to prove that the subgraph
with is acyclic. Second,
we need to prove that, at the termination of the algorithm,

for all nodes that are
reachable from .

The next theorem provides a formal statement of the correct-
ness of Algorithm IV.1.

Theorem IV.1: Given the jitter graph with pa-
rameters , , , , as defined in (1) and (3). As-
sume that the path feasibility, the subpath addition, and the non-
increasing reliability conditions given in Definitions IV.5, IV.6,
and IV.7, respectively, are satisfied. Assume that the algorithm
Path-Opt solves the path-resource problem defined in (7) if a
path exists or returns otherwise. Then, at the termination of
Algorithm IV.1, the following statements are true:

1) for every node such that there
is no path from the source node to ;

2) for every node such that there
is no path from the source node to ;

3) for every node such that
there exists a path from the source node to ;

4) the graph such that
contains the

path for every node if there exists a path
from the source node to .

Proof: Due to space limitations, we only provide an out-
line of the proof. Refer to [3, Sec. 5.7] for details of the proof.
The proof is carried out by induction on the variable used in
Algorithm IV.1. In the induction basis, the theorem is proved for

. That is, the theorem is proved for one edge only. In the

induction step, we prove the theorem for assuming that it
is correct for .

In this section, we have presented an algorithm that solves
the problem of QoS routing with resource allocation based on
the path feasibility, the subpath addition, and the nonincreasing
reliability conditions, which, in effect, impose certain relation-
ships between the different QoS parameters and the available re-
sources. In the next section, we examine some of the rate-based
service disciplines to derive relationships between the QoS pa-
rameters and the available resources. We illustrate the condi-
tions under which the path feasibility, the subpath addition, and
the nonincreasing reliability conditions are satisfied.

V. APPLICATIONS TO RATE-BASED SERVICE DISCIPLINES

In the previous sections, we have presented a general frame-
work that captures the effect of service disciplines, network re-
sources, and the interaction of nodes (connected in tandem), on
the level of QoS provided by a network. The proposed frame-
work provides a general formulation of the QoS routing problem
with resource allocation. The key feature of the framework is the
representation of the QoS parameters as functions of resources
rather than fixed value metrics. In this section, we demonstrate
the applicability of the framework by examining some of the
rate-based service disciplines and deriving functional forms for

, , , , and . The end-to-end delay and
can be easily derived from the jitter and .

By studying several service disciplines, such as the ones dis-
cussed in [6], [13], [15], [23], [24], and [37], it can be noticed
that the jitter and data losses in a network depend on three fac-
tors: 1) the traffic shape; 2) the interaction between service dis-
ciplines connected in tandem; and 3) the allocated resources. To
elaborate, let the arrival function at the output queue of the node

be denoted by . Then, for the session , the jitter
link has well defined functions and that depend
on the function , the resources allocated at the node

, and the properties of the communication link between the
nodes and . Leaky bucket constrained sources are commonly
used to model deterministically bounded data sources [6], [8],
[15], [23], [29]. The analysis and results obtained in the liter-
ature are generally based on the assumption that data sources
are leaky bucket constrained. In the usual leaky bucket notation,
with and representing the bucket size, and average traffic
rate, respectively, an arrival function is said to con-
form to , or , if, for any interval ,

. For the rest of this
section, we use leaky bucket constrained data sources to model
the traffic entering a network.

We examine four service disciplines in this section: gener-
alized processor sharing (GPS) [10], [23], packet by packet
generalized processor sharing (PGPS) [23], [24], worst case
fair weighted fair queueing [6], and self-clocked
fair queueing (SCFQ) [15]. It is shown in [13], [35] that the
resource requirements and QoS behavior of virtual clock (VC)
[37] is identical to PGPS. Hence, we can apply the results for
networks employing the PGPS discipline to the ones employing
the VC technique. The GPS, PGPS, , and SCFQ service
disciplines have some common characteristics. For example,
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they all provide an upper bound on the queueing delay, which
is equivalent to the link jitter . Also, the analysis and results
obtained for these service disciplines assume the leaky bucket
constrained data sources. Note, the aforementioned service
disciplines are analyzed to illustrate the generality and applica-
bility of the definitions and algorithm defined in Section IV.

Let

• be the maximum number of backlogged bits
from the session in the output service discipline queue
of the node during the life time of the session ;

• be the maximum number of bits backlogged in-
side the path ;

• be the number of sessions traversing the link ;
• be the size of the buffer in bits allocated for the

session at the output service discipline of the node ,
which transmits packets to the subsequent node ;

• be the bandwidth (in bits per second) allocated
for the session along the communication link ;

• be the capacity (in bits per seconds) of the link
connecting the nodes and ;

• be the maximum packet size in bits.

The values of and represent the resources
allocated for the session at the output service discipline of the
node and along the jitter link . Hence, for each session ,
the parameters and of the jitter link , representing
the service discipline, are functions of the resources
and . Also, for a path , the parameters , , and

are functions of the resources and for
each link .

For the GPS, PGPS, , and SCFQ disciplines, we per-
form the following tasks.

• Analyze the service discipline to determine , ,
, , and , as functions of the resources.

• Specialize the path-resource problem defined in (7) to re-
flect the properties of the service discipline. The resulting
path-resource and QoS routing problems are considered
to be instances of the general problems defined in (7) and
(8), respectively.

• Solve the instance of the path-resource problem.
• Derive a solution for the instance of the path resource

problem for the path
given that we have a solution for the subpath

. The objective is to reduce the time com-
plexity of the subalgorithm Path-Opt.

• Discuss the optimality conditions and describe how to use
Algorithm IV.1 to solve the instance of the problem of QoS
routing with resource allocation.

• Compute the time complexity needed to solve the problem
of QoS routing with resource allocation corresponding to
the service discipline under consideration.

In the following sections, we analyze the above mentioned
service disciplines.

A. Generalized Processor Sharing (GPS)

Generalized processor sharing (GPS) was first proposed in
[10] under the name weighted fair queueing (WFQ). It is also
known as the fluid fair queueing (FFQ) [15], [35]. GPS has also

been analyzed in [23] and [24], where the authors provide guar-
anteed bandwidth and worst case queueing delay on a session
basis. In GPS, packets are assumed to be infinitesimally divis-
ible and the server can serve multiple packets simultaneously.

1) The Instance of the Path-Resource Problem: The deriva-
tion of the QoS parameters for the th session along the path

consisting of GPS servers connected in tandem is given in
Appendix A-2. Given , , and , we can define the
path-resource problem for a path consisting of GPS servers con-
nected in tandem by the following optimization problem:

subject to

(11)

where represents the maximum buffer size al-
lowed for the session on the link . The decision
variables of this problem are , ,
and . The bandwidth is the minimum bandwidth along
the path. If we choose the real number representing
the fraction of the link bandwidth assigned to session (see
Appendix A-2), such that , then

(12)

It can easily be shown that if the value of the function
is optimum, then the value of is at least

as given in (12). After finding the optimum
value of the decision variable , we are left with the
decision variables , .

2) Solving the Instance of the Path-Resource Problem
Given the Solution for : Define the variable

. The solution to the optimiza-
tion problem in (11) has three cases.

Case 1)

Case 2) and

.
Case 3) and

.
In Case 1), the number of bits accumulated in the queues

inside the path cannot possibly increase the jitter beyond
the maximum required value . Hence, an optimum
solution can be obtained by having

for all and
.



BASHANDY et al.: GENERALIZED QoS ROUTING WITH RESOURCE ALLOCATION 457

For Cases 2) and 3), the maximum number of queued
bits can result in increasing the jitter along the path be-
yond the maximum allowed value . Hence, the amount
of buffer space , , must be re-
duced to avoid violation of the jitter requirement. Therefore,
we need to maximize the value of such that

. The optimum solution
for this case is given by

(13)

(14)

To show that the solution provided in (13) and (14) in-
deed yields the optimum value of for Cases 2)
and 3), we need to consider two cases. The first case is
when . Let

.
In this case, nothing can be done because increasing any
other value , , will not affect the value
of , which is dictated by . The
second case is when for
all . In this case, if we increase the value of

for some , we must decrease
the value of for another , otherwise
the total number of queued bits may result in violating the jitter
constraint. This results in having

(15)

which leads to a smaller value of .
3) Solving the Path-Resource Problem for Given

the Solution for : Suppose we solve the path-resource
problem for the path . In addition, suppose
we concatenate a jitter link ( , ) to the end of
to produce . We can use the solution of the pathre-
source problem for to solve the path-resource problem
for . This technique is valid due to the following
two observations. First, if the path-resource problem for
belongs to either Case 2) or 3), then the path resource problem
for must also belong to Case 2) or 3) because adding
a jitter link representing a GPS server can never reduce the
overall jitter. In other words, the variable can only get
larger or stay unchanged. Second, in solving the path-resource
problem for , there is no need to recompute the values
of the QoS parameters of the required resources for each link in

. We only need to recompute the global parameters which
include , , ,
and . In addition, we need
to determine whether the path-resource problem for
belongs to Case 1), 2), or 3). We can update these global param-
eters every time an edge is concatenated to a path. The values
of for each individual link can be computed after the
optimum path between the source node and each node
in the graph is computed. Based on these observations, we can

solve the problem for using the solution of by
applying the following steps.

1) Set .
2) If belongs to Case 2) or 3), then

a) If belongs to Case 2) and
, then

belongs to Case 2). Hence,
.

b) If ,
then belongs to Case
3). Hence,

.

3) If the path-resource problem for belongs to Case 1),
then may belong to Case 1), 2), or 3). If

belongs to Case 1), then
. If

belongs to Case 2) or 3), then apply steps 2a) or 2b),
respectively.

4) Optimality Conditions: A GPS network satisfies the path
feasibility condition defined in Definition IV.5 because the solu-
tions to the instance of the path-resource problem presented in
(27), (13), and (14) are valid for any positive value of . Also,
it can be noticed that concatenating a jitter link to path does not
increase the overall reliability, which means that GPS networks
satisfy the nonincreasing reliability condition.

The subpath addition condition defined in Definition IV.6 is
satisfied if , for a path , remains constant after
concatenating the link . However, if de-
creases because the new link has a smaller available bandwidth,
then the subpath addition condition may not be satisfied. To
solve the problem of QoS routing with resource allocation under
this condition, we can apply the technique used in [19] and [21]
in conjunction with the algorithm QoS-Routing specified in
Algorithm IV.1. In this technique, the set of links is parti-
tioned into disjoint subsets , where ,
such that the links belonging to the same subset have the
same value of . Denote the value of for the subset
by . The subsets are sorted such that .
The algorithm QoS-Routing is applied times such that at the
th time all the links having are deleted and

for all the remaining edges.
An implementation of the subalgorithm Path-Opt can use the

steps in Section V-A3 to solve the path-resource problem for
a path consisting of GPS servers. We call this implementation
GPS-Path-Opt.

An implementation for the subalgorithm Pre-Process used at
the beginning of the algorithm QoS-Routing specified in Algo-
rithm IV.1 scans the set of links and deletes any link
if or if , where is the min-
imum required bandwidth for the session under consideration.
The time complexity of such an implementation is .

5) Time Complexity: It can be noticed from Algorithm IV.1
that while solving the path-resource problem for the path

from the solution the path , we can find the value of
in steps. This value is used by the al-

gorithm for updating the attribute while searching for an op-
timum path between the source node and any node .
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After finding the optimum path to every node, we compute the
value of the resources for the path from the source node to
the destination node using the GPS-Path-Opt algorithm. The
time complexity of the GPS-Path-Opt algorithm is
because the longest path in a graph has at most edges.
Hence, the time complexity of the QoS-Routing algorithm is

. As we apply the QoS-Routing algorithm
times, where , the time complexity for solving the
problem of QoS routing with resource allocation for GPS net-
works is .

B. PGPS and

The PGPS [23], [24] and [6] service disciplines are
based on the GPS discipline. The GPS service discipline is not
a realistic service discipline because it assumes that packets are
infinitesimally divisible and that the server can serve multiple
packets simultaneously. For the PGPS service discipline, the au-
thors proposed a server that serves packets from the backlogged
sessions in the same order as their finish service time under
the GPS discipline. For the discipline, the server does
not consider all the backlogged packets; rather it considers only
those packets that have already started service, and possibly fin-
ished, under GPS. Details on how to choose the next packet to
serve can be found in [6], [23], and [24].

1) The Instance of the Path Resource Problem: The deriva-
tion of the QoS parameters for the th session along the path

consisting of PGPS or servers connected in tandem
is given in Appendix A-3. Given , , and , we can
specialize the path-resource problem defined in (7) for a path
consisting of PGPS or servers as follows:

subject to

(16)

2) Solving the Instance of the Path-Resource Problem: As in
the case of GPS, is given the same value as in (12).
Thus, the decision variables for this problem are ,

.
Let the variable

. Just like the path-resource problem for GPS de-
fined in (11), the solution to the optimization problem in (16)
has three cases.

Case 1)

Cases 2 and 3)

In Case 1), the number of bits accumulated in the queues in-
side the path cannot possibly increase the jitter beyond
the maximum required value . Hence, an optimum solu-

tion can be achieved by having
for all , and

.

In Cases 2) and 3), the accumulation of bits inside the
queues can cause the jitter constraint to be violated. Hence, we
need to reduce the maximum number of queued bits
by reducing the maximum queue size for each
jitter link . Note that we cannot decrease
jitter by increasing the bandwidth because the
value is already as large as possible. Thus, the
problem reduces to maximizing subject to having

. The solution to this problem is
specified by assigning values to the variables for

.
Optimum values of , are given

by

(17)

and the corresponding optimum value is given by

(18)
The derivation of the solution given in (17) and (18) is omitted
due to space limitations. Detailed derivation can be found in
[3, Sec. 5.5.2].

3) Solving the Path-Resource Problem for Given
the Solution for : Similar to the case of GPS, we need to
show that if we have the solution of the path-resource problem
for the path , we do not need to resolve the problem for
the path constructed by concatenating the jitter link

to the end of . This can be proved by using the
same arguments used for the case of GPS discipline. Thus, we
can solve the problem for using the solution of
by applying the following steps.

1) Set .
2) If belongs to Case 2) or 3), then

a) If belongs to Case 2) and

, then be-
longs to Case 2). Hence,

.
b) If

, then
is belongs to Case 3). Hence,

.
3) If the path-resource problem for belongs to

case (1), then belong Case 1), 2), or 3). If
belongs to Case 1), then

.
If belongs to Case 2) or 3), then apply steps 2a)
and 2b), respectively.
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An implementation of the subalgorithm Path-Opt can follow
the steps presented in this subsection to solve the instance of the
path-resource problem for PGPS and . We can refer to
such an implementation as PGPS- -Path-Opt.

4) Optimality Conditions and Time Complexity: Just like
GPS, jitter graphs representing PGPS and service disci-
plines satisfy the path feasibility and nonincreasing reliability
conditions defined in Definition IV.5 and IV.7, respectively. The
subpath addition condition is satisfied only if the bandwidth

of a path does not decrease when a link is concatenated to
its end. Thus, we can apply the technique used in solving the
problem of QoS-routing with resource allocation for GPS net-
works to solve the same problem for PGPS or networks.
An implementation for the algorithm Pre-Process for PGPS
or performs the same tasks as those for GPS networks.
The time complexity is also the same as that of GPS networks.

C. Self-Clocked Fair Queueing (SCFQ)

SCFQ service discipline is presented as an example of a ser-
vice discipline that can be incorporated into the framework pre-
sented in Sections III and IV but applying Algorithm IV.1 to a
network that employs such a service discipline may not yield
an optimum solution for the problem of QoS routing with re-
source allocation. Instead, we provide a suboptimal solution for
this service discipline.

In the PGPS and , computing the tag for selecting the
next packet to be transmitted may be too complex for high speed
networks. For SCFQ, an approximate method for computing
such a tag has been proposed in earlier literature. Due to such ap-
proximation, packets under SCFQ service discipline can suffer
more queueing delay than PGPS and . Zhang analyzed
SCFQ in [35] and provided bounds on the buffer space require-
ments and the queueing delay. As mentioned in Sections V-A
and V-B, we assume that the arrival function

.
1) The Instance of the Path-Resource Problem: The deriva-

tion of the QoS parameters for the session along the path
consisting of SCFQ servers connected in tandem is provided

in Appendix A-4. Given the functional forms of ,
, and for a path , the path-resource

problem for SCFQ can be defined as follows:

subject to

(19)

2) Solving the Instance of the Path-Resource Problem: As-
suming that , we can
define the variable to be the same as that used for PGPS
and . By replacing with such that

(20)

we can apply the procedure used in solving the path-resource
problem for PGPS and to solve the path-resource
problem for SCFQ.

3) Optimality Conditions: The subpath addition is satisfied
if the bandwidth of a path does not change when a link is
concatenated to its end. Also, the nonincreasing reliability con-
dition is satisfied. However, due to the existence of the term

in (40) (Appendix A-4), the
path jitter constraint may not always be satisfied for small values
of . Hence, the path feasibility condition is not satisfied for
SCFQ networks. An implementation of the subalgorithm Pre-
Process for SCFQ networks performs the same tasks as those
performed for PGPS and networks. In addition, it needs
to perform an extra task because the path feasibility condition is
not satisfied. This extra task is to run a shortest path algorithm
[5], [11] on the jitter graph with assigned as a
metric for each link . If the sum of the metrics of the edges
of the shortest path from the source node s to the destination
node is not less than , then there are no feasible paths in
the current network and the algorithm QoS-Routing terminates
without any success. Otherwise, to solve the instance of the
problem of QoS routing with resource allocation for SCFQ net-
works, we apply the same procedure used for PGPS or
networks, but use req defined in (20) instead of . The
fact that the path feasibility condition is not satisfied can lead
to a suboptimal solution to the instance of the problem of QoS
routing with resource allocation for SCFQ networks.

VI. COMPARISON WITH PREVIOUS RESEARCH

In Section II, we gave an overview of the previous research
in the area of QoS routing. In this section, we emphasize some
of the aspects that make this paper distinct from the previous
research. Some of these aspects are: the network model, the
solution approach, and combining queueing analysis with
routing.

As elaborated in Section III, the proposed model combines
QoS routing and resource allocation into a single framework.
It captures the relationship between the QoS metrics and the
allocated resources as well as the relationship between the met-
rics themselves. We model the QoS metrics of each link in the
network as functions of the allocated resources rather than fixed
valued weights. The functional forms are dependent on the
traffic description and the hardware/software implementation
of the network element. For a given path , a QoS parameter is
also modeled as a function of the resources allocated along the
path. Unlike previous models, the functional form depends on
the interaction between the network elements when connected
in tandem, rather assuming simple aggregation functions, such
as addition or multiplication. In short, this model is more real-
istic, makes less assumption about the network, and captures
the intelligence derived from the knowledge about network
elements implementation.

Based on the proposed model, we have presented a novel for-
mulation of the problem of QoS routing with resource alloca-
tion in (7) and (8). Unlike previous research, the solution to the
problem yields both a feasible path and the amount of resources
needed to provide the level of QoS along this path. We provide
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an algorithm that yields an exact solution under certain condi-
tion. We show, in Section V, that these conditions are satisfiable
for some packet scheduling algorithms.

It is quite common to consider queueing analysis and QoS
routing as separate fields of research. In Section V, we show that,
by combining these two apparently different research areas, one
can provide more insight into both the problems and use this in-
sight to solve the problem of QoS routing. The use of queueing
analysis of various service disciplines is the first step toward
employing the knowledge of the hardware and software imple-
mentation to solve the problem of QoS routing with resource
allocation.

VII. CONCLUSION

In this paper, we presented a generalized formulation for the
problem of QoS routing combined with resource allocation. The
key feature in the new formulation is that the QoS parameters of
the links are taken to be functions, rather than fixed value met-
rics. Another important aspect is that the formulation captures
the fact that the different metrics and resources are interrelated
and modifying one of the resources leads to the change of more
than one metric. The new formulation has the advantage of using
the knowledge of the hardware and software of the nodes to in-
telligently satisfy the multiple conflicting QoS requirements of
the end users.

Based on the new formulation, we presented a dynamic pro-
gramming algorithm that solves the problem of QoS routing
with resource allocation under certain conditions. The correct-
ness of the algorithm relies on the path feasibility and the sub-
path addition conditions. To show the universality of the algo-
rithm, we analyze some of the well-known service disciplines
to derive instances of the general formulation that reflects the
properties of these service disciplines.

The contribution in this paper can be summarized as follows.

• A novel generalized formulation for the QoS routing with
resource allocation problem.

• Analysis of the problem and the dynamic programming
algorithm for solving this problem.

• Applying the formulation and the dynamic programming
algorithm to existing service disciplines, which shows the
generality of the proposed formulation and QoS routing
algorithm.

• The jitter and data droppage analysis of some of the
rate-based service discipline under insufficient resources
condition.

The proposed formulation can be extended in several direc-
tions. One direction is to analyze the interaction between dif-
ferent service disciplines connected in tandem to derive func-
tional forms for jitter, reliability, and bandwidth along a path.
Another direction is to develop and analyze a parallel imple-
mentations to Algorithm IV.1, which can lead to an effective
QoS routing with resource allocation protocol. A third direction
is to derive general functional forms for jitter, reliability, and
bandwidth so as to accommodate a large number of the com-
monly used service disciplines.

We believe that the results presented in this paper provide a
new perspective to the problems of QoS routing and resource
allocation. It also presents a foundation for further research in
the quest of designing intelligent networks.

APPENDIX

A. Derivation of the QoS Routing Algorithm

In this appendix, we derive the dynamic programming algo-
rithm to solve the problem of QoS routing with resource alloca-
tion defined in (8). The development of the algorithm is similar
to that of the Bellman–Ford shortest-path algorithm [5].

Let be the set of all nodes such that .
Let be a path that solves the QoS routing with resource
allocation problem defined in (8) for a node . The QoS
problem can be solved using the following recursive equation:

(21)

For an acyclic jitter graph, an algorithm can be derived di-
rectly from the recursive relation given in (21). However, (21)
is not given in a sequential form and, hence, we cannot use it di-
rectly to derive an algorithm for an arbitrary jitter graph. Equa-
tion (21) needs to be modified as described below.

Let be the set of simple paths with at most edges
between the node and the node . Define by

(22)

If there is no path from to with at most edges, we define
to be . Note that since a

simple path between any two nodes has at most edges.
Hence, . Equation (10) follows from
(22).

B. QoS Parameters for GPS

Each session traversing the communication link between
nodes and is assigned a real number corre-
sponding to the fraction of the link bandwidth assigned to
that session. Suppose that the session is backlogged at some
instance . Then, the rate of serving the session at the instance

is given by b/s, where
is the set of sessions that are backlogged at the instance .

Define by

(23)

represents the minimum bandwidth guaranteed for the
session at any time instance where data from the th sessions

is backlogged in the queue of the output service discipline of
the node . Thus, the value of is equivalent to the re-
source , which the bandwidth allocated for the th ses-
sion. If the real numbers are chosen such that

for all and ,
then and the maximum queueing delay is
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bounded by . Recall, that queueing delay at the
service discipline of a node is represented by the jitter .

If , then part of the data may be
dropped. Hence, the minimum reliability along the jitter link

is less than 1. Thus, the parameters of the jitter link
representing GPS are given by

(24)

(25)

(26)

where is the reliability for the th session along the jitter
link , is the jitter along the jitter link ,
is the bandwidth allocated for the th session in bits per second,

is defined in (23), and is the buffer space
allocated for the output queue for the th session.

The next step is to compute the parameters , ,
and for a path consisting of GPS
servers in tandem. Referring to [24], we can see that the
maximum number of bits queued in the jitter links

, which represents the GPS servers at
the output of the nodes , is given by . Also, the
bandwidth of the path is taken as

(27)

Thus, the maximum queueing delay along the path is given
by . By closely examining the GPS service dis-
cipline, we can see that under the worst case conditions, the
maximum number of bits backlogged in the subpath

can be buffered at the output queue of the
node represented by the jitter link . If the total
buffer available at this node is less than , then some
of the bits may be dropped. Hence, the minimum reliability

for the path is given by

(28)

As for the queueing delay, although the sizes of the queues
in individual nodes may be less than , there may be bits
simultaneously buffered inside multiple nodes. As long as no
node has zero buffer space, the total number of bits backlogged
inside the path can be as large as . Thus, the maximum
jitter along the path is given by

(29)

C. QoS Parameters for PGPS

Let be the number of bits fed into the output queue
of the PGPS or service discipline during the interval

for the session . Assume that

with and , where
is defined in (23) and is the number of ses-

sion traversing the jitter link . For both PGPS and
, if the real numbers , , are

chosen proportional to the long term average , we have
and the maximum queueing delay is

bounded by . Recall that the queueing delay
at the service discipline of a node transmitting data to node
is represented by the jitter . If , then
some packets may be dropped. Hence, the minimum reliability
along the jitter link is less than 1. Thus, the parameters of
the jitter link representing PGPS or are given by

(30)

(31)

(32)

where is the reliability for the session along the jitter
link , is the bandwidth allocated for the th ses-
sion in bits per second, is the buffer space allocated
for the output queue for the th session, is defined in
(23), and is the maximum packet size in bits.

The next step is to compute the bandwidth , the jitter
, and the reliability for a path

consisting of hops of PGPS or servers connected in
tandem. For , we can see from [6], [24], and [35] that we
can use (27) used for GPS.

For the reliability, denote by the maximum number of
bits that can be queued in the subpath . As-
sume that, for all jitter links , the bandwidth
allocated for each session traversing the link is propor-
tional to its session long term average bandwidth . Referring
to [6], [23], [24], and [35], we can see that the maximum number
of bits queued in the subpath is given by

(33)

where is the maximum packet size. Under the worst case con-
ditions, the maximum number of queued bits inside
the subpath can be queued at the output service discipline
of the last node represented by the jitter link .
Hence, the reliability of the path is given by

(34)

The number of bits queued inside a subpath depends of
the number of hops from to . If some of the jitter links
along the path do not have enough buffer space to hold the
maximum possible queue size, then the maximum number of
bits queued inside the subpath is given by

(35)
and the initial condition is given by

(36)
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where is the buffer allocated for the th data
stream at the output of the node .

Even though some or all of the jitter links may not have
enough buffer space to hold the maximum possible number
of queued bits , , the maximum jitter

can occur if bits are distributed among the
jitter links of the path . Hence, is given by

(37)

D. QoS Parameters of SCFQ

The parameters and for the jitter link repre-
senting SCFQ can be computed as follows:

(38)

(39)

where is the maximum packet size in bits, is the
size of the output queue allocated for the th session,
is defined in (32) and is the number of session traversing
the link .

For the path parameters , , and
for a path , we use the analysis of SCFQ

presented in [35]. First, for SCFQ is the same as that
for GPS, PGPS, and given in (27). Also, the reliability

is the same as that of PGPS and given in (34).
The maximum possible number of bits queued in a subpath

is given by , which is the same as that of PGPS
and . Thus, if some of the jitter links along the path
do not have enough buffer space, the maximum number of bits
queued inside a subpath is given defined in (35)
and (36). The jitter is given by

(40)
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