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Adaptive Feedback Techniques for Synchronized
Multimedia Retrieval over Integrated Networks
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Abstract— Recent advances in networking, storage, and com-
puter technologies are stimulating the development of multimedia
on-demand services providing services similar to those of a neigh-
borhood videotape rental store over metropolitan area networks.
In this paper, we develop intermedia synchronization techniques
for multimedia on-demand retrieval over integrated networks
in the absence of global clocks. In these techniques, multimedia
servers use lightweight messages called feedback units transmitted
by media display sites (such as audiophones and videophones,
generically referred to as mediaphones) to detect asynchronies
among those sites. We present strategies by which the multimedia
server can adaptively control the feedback transmission rate from
that mediaphone, so as to minimize the associated overheads
without permitting the asynchrony to exceed tolerable limits. We
compare the performance of various resynchronization policies
such as conservative, aggressive, and probabilistic. Performance
evaluation of the feedback techniques indicates that their over-
heads are negligible; for a typical audio/video playback environ-
ment, the feedback frequency was about one in hundred. The
media-specific synchronization techniques described in this paper
possess an important advantage as compared to those based on
clock synchronization: skipping and pausing of media units at the
time of resynchronization can be based on the semantic content
of the media units, thereby minimizing perceptible degradations
in quality of media playback.

I. INTRODUCTION

ECHNOLOGICAL advances in networking are making
integrated networks pervasive [15]. Coupled with the
development of large-capacity storage devices, these advances
are making it feasible to design multimedia on-demand ser-
vices catering to the educational, commercial, and enter-
tainment needs of a variety of clientele ranging from indi-
vidual households to entire community neighborhoods and
organizations [13], [14], [8], [2], [1]. In such multimedia
on-demand services, media objects are stored at multimedia
servers equipped with high-capacity storage devices and re-
trieved onto end users’ display sites over integrated networks
[6]. Multimedia objects, in general, may be composed of mui-
tiple media streams such as audio and video, whose retrieval
must proceed so as to not only maintain continuity of playback
of each of the constituent media streams, but also preserve
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The conservative and aggressive policies become ineffective in this case
and, hence, are not shown. Whereas the conservative policy never reacts, the

aggressive policy yields a feedback ratio of 1 for each media unit and goes
into a highly oscillatory mode.

the temporal relationships among them [11]. The design of
mechanisms and protocols for providing synchronous access
to multimedia services over integrated networks constitutes
the subject matter of this paper.

In general, the different media streams constituting a multi-
media object may be captured or played back at different sites
(such as telephones, videophones, cameras, digital HDTV’s,
audio speakers, etc., generically referred to as mediaphones
in the rest of this paper) on the network. For example, video
may be played back at HDTV display sites and audio at CD-
quality speakers, each of which may be connected directly to
the network via digitizers (see Fig. 1). When network delays
are deterministic or constant (as in analog transmission over
cable TV networks) and recording/playback rates of all the
users’ media capture and display sites are perfectly matched,
synchronous playback is easily ensured; all that is required of
a multimedia server is that it: 1) instruct the mediaphones to
commence playback after preset delays following the reception
of the first media unit; and then 2) transmit media units to
those mediaphones at their playback rate. However, in future
integrated networks, factors such as congestion and queueing
at network nodes are expected to introduce nondeterministic
delays. Media objects may be recorded at one set of media-
phones (such as cameras belonging to video publishing and
distribution houses), then stored at the multimedia server, and
later played back at a different set of mediaphones (such as
digital HDTV’s belonging to residential consumers). There
may not be any commonality in the time of existence of
connections to media recording and playback sites, rendering
synchronization between clocks virtually impossible among
those sites. In all such environments, additional mechanisms
are essential for enforcing synchronization between media.
This view is corroborated by Kroeker [9], who states that “an
important design issue often overlooked is the need to keep
audio and video sampling synchronized. A drift between the
audio and video sampling clocks can result in noticeable loss
of ‘lip-sync’ over time. If a fixed time base is used to sample
the audio while the video is genlocked to a VTR, the video
will track the VTR instability—drifting relative to the fixed
audio sampling. Perhaps the worst case to consider is audio
digitized entirely separately from the video with which it is
to be blended. Such a situation would still require video and
audio synchronization on every playback.”

In this paper, we address the problem of providing syn-
chronous access to multimedia on-demand services over in-
tegrated networks in the absence of synchronized clocks. We
develop an intermedia synchronization technique in which,
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Configuration of a multimedia on-demand service: a multimedia server is connected to a users’ mediaphones via an integrated metropoli-

tan area network.

during retrieval of a multimedia object from a multimedia
server to mediaphones for playback, the multimedia server
uses lightweight messages (called feedback units) transmitted
by the mediaphones to estimate the playback instants of media
units at the mediaphones and detect asynchronies among
them. The multimedia server then corrects the asynchrony so
detected by speeding up or slowing down each mediaphone
by the amount by which that mediaphone may be lagging or
leading, respectively.

We propose resynchronization policies ranging from conser-
vative (which reacts only when it is guaranteed that playback
is asynchronous) to aggressive (which reacts as soon as there
is even a slight chance that playback is asynchronous) that the
multimedia server can use to detect and correct asynchronies
between mediaphones. Between the extremes of aggressive
and conservative policies, probabilistic policies can be em-
ployed for resynchronization when statistical distributions of
network delays and playback rate variations are known. We
compare the performance of the resynchronization policies for
video audio playback, and show that the conservative policy
performs well at lower levels of asynchrony but declines in
effectiveness at higher levels. In contrast, the aggressive policy
exhibits oscillatory behavior at lower levels of asynchrony but
outperforms its conservative counterpart at higher levels. Both
the policies become ineffective in high network jitter envi-
ronments; only the probabilistic policies continue to perform
uniformly well.

A high feedback transmission rate, although it enables
more precise and frequent estimates of playback rates at
mediaphones thereby enabling asynchronies to be detected
at the earliest, imposes additional overheads on the network,
the multimedia server, and the mediaphones. We propose
strategies by which the multimedia server, based on its most

recent estimate of how soon playback may go out of synchrony
at each mediaphone, can adaptively control the feedback
transmission rate from that mediaphone so as to minimize
the associated overheads without permitting the asynchrony
to exceed tolerable limits.

The rest of the paper is organized as follows. In Section
I, we formulate the synchronous retrieval problem and, in
Section III, we present the feedback technique for detecting
asynchrony. Section IV presents resynchronization policies,
Section V develops adaptive feedback strategies, and Section
VI presents their extension to wide-area networks. Section VII
presents a performance evaluation of the adaptive feedback
techniques and, finally, Section VIII concludes the paper.

II. FORMULATING THE PROBLEM
OF INTERMEDIA SYNCHRONIZATION

A. System Architecture

Providing a multimedia on-demand service over an inte-
grated metropolitan area network is a multimedia server that
stores multimedia objects on a large array of high-capacity
disks. Subscribers to the service can retrieve media units (such
as video frames and audio samples) belonging to multimedia
objects in real-time from the multimedia server over the
network, and play the media units back at their mediaphones
(see Fig. 2). The integrated network that interconnects the
server and subscribers’ mediaphones is assumed to impose
delays bounded between A,;, and Ap.. for each media
or feedback unit transmitted. Whereas A, is close to the
smallest propagation delay of the network, A,.x must not
exceed a few hundred milliseconds if the network is to
support real-time interactive multimedia applications. Bounds
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TABLE I
SymsoLs USED IN THIS PAPER
Symbol Explanation Unit
pi(p) Playback time of media unit 4 at mediaphone P; sec
(p¢(u:), Pl(p)] | Earliest and latest playback initiation times sec
of media unit ¢ at mediaphone P;
L(p) Playback initiation interval of media unit p sec
at mediaphone P;
0(p) Playback period of media unit u sec
fu Feedback unit corresponding to media unit g number
6 Nominal playback period sec
p Fractional drift in playback period at mediaphones fraction
A(p) Network delay of media unit sec
Amin Minimum network delay of media units sec
Amaz Maximum network delay of media units sec
a(fu) Arrival time of feedback unit f,, at the multimedia server sec
Amaz Maximum tolerable asynchrony media units
4% Window of precision separating media units being played sec
back concurrently at the mediaphones
B Residual asynchrony immediately following resynchronization | media units
Piead, Prag Probabilities of existence of lead and lag asynchronies fraction
Pinres Threshold probability used in the probabilistic fraction
| resynchronization policy

on network delays can be guaranteed via resource reservation
at the time of start of playback of a multimedia object and,
in particular, by employing admission control [7], real-time
scheduling, and buffer reservation schemes (such as those
proposed by Ferrari and Verma [5]) at network nodes, the
multimedia server, and the mediaphones.

The mediaphones are simple display sites that are capable of
receiving and playing back media units as well as transmitting
feedback units (which are replicas of media units, except
that they are devoid of data). Since the mediaphones are
assumed not to possess globally synchronized clocks, there
may be variations in their playback rates, with the maximum
fractional drift in the playback period 6 of a media unit at any
mediaphone being bounded by +p [which is small enough for
us to neglect higher powers of p and thereby approximate l+p

to (1 + p) and } to (1 — p)]. Table I defines the symbols

used in this paper.

B. Emergence of Asynchrony During Playback

During the retrieval of a multimedia object consisting of
multiple media streams (such as video and audio), it is not
only necessary that playback of each of the individual media
streams be continuous, but it is also necessary that the playback
of these media streams be mutually synchronized. Drifts in the
playback rates at the mediaphones may introduce asynchrony
between their playbacks; some mediaphones may playback at
the fastest rate whereas some others at the slowest rate, causing
them to go out of synchrony soon after commencement.
The asynchrony may accumulate as playback progresses, and
the maximum asynchrony that may exist between any two
mediaphones is computed by the following theorem. It is
assumed that the multimedia server instructs the mediaphones
to commence their playback after a sufficient number of media
units have been prefetched so as to maintain continuity of
playback in spite of network jitter.
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Theorem 1: Although retrieval of media streams for play-
back at different mediaphones commences simultaneously,
the maximum extent by which the slowest mediaphone may
lag behind the faster mediaphone at the instant the slowest
mediaphone has played back media unit z is given by:

(Amax_Amin)+2*0*p*u
% (1-p)

Proof: Let pu,, be the media unit which is being played
back at the fastest mediaphone simultaneously with the play-
back of p at the slowest mediaphone. Asynchrony between
these two mediaphones, given by u,, — 4, increases directly
with the value of ,,,, which is maximum when both of the
following conditions are satisfied:

1) The time from the start of retrieval to playback of p
is the longest possible. This happens when playback
at the slowest mediaphone commences at the latest
possible instant (which is given by 7 + A,.x, wWhere
T denotes the instant at which the multimedia server
instructs the mediaphones to commence their playback)
and progresses at the slowest possible pace (i.e., with
the longest period 6 (1 + p)).

2) Playback at the fastest mediaphone commences at the
earliest possible instant (which is 7 + Anin) and pro-
gresses at the fastest possible pace (i.e., with the least
period 6 x (1 — p)).

In order to compute u,,, notice that it is the last media
unit whose playback may have been initiated prior to the
completion of playback of u, that is

T+Amin+llfm*9*(1_p)ST+Amax+ﬂ'*0*(l+p)
(Amax = Amin) + pu* 0+ (1= p)
0% (1—p)

The maximum asynchrony (in terms of media units) is given
by:

= pm <

(Amax_Amin)+[L*9*(l+P)
max = Bm — # < -
Ao = fim ~ Ui Pe1-7) g

_(Amax—Amin)+2*0*p*u
:Amu_{ T ) .

a

The first term in (1), é‘g:ﬁgm, is the contribution of
network jitter to the maximum asynchrony. The second term,
%f%;ﬂ;’%, is the contribution of playback rate mismatches and
increases linearly with the progression of media playback
(i.e., p). Such a linear dependence of asynchrony on the
length of a media stream is undesirable in practice and,
hence, additional mechanisms are necessary for enforcing
synchronization between media streams.

The multimedia server, at which the temporal relationships
among media streams are stored, is best suited to handle
synchronization during retrieval with little additional overhead.
In order to resynchronize mediaphones that have gone out of
synchrony, the multimedia server may have to speed up some
mediaphones and slow down some others, thereby causing
breaks in continuity of their playback. The playback of at
most one stream, which we will call the master, can be spared

from such discontinuities. While the master always plays back
at its natural rate, all other streams, which take on the role
of slaves, may be subject to skips and pauses in order to be
synchronized with the master. The choice of the master stream
is dependent on the application. For example, when viewing a
multimedia document, if smoothness of audio playback is of
utmost importance, the audio stream serves as the master and
drives the playback. The video stream, being the slave, may
be subject to deletions or duplications of frames in order to
synchronize its playback with that of audio.

We now propose a feedback-based synchronization tech-
nique in which the multimedia server uses feedback units
transmitted back to it by the mediaphones to estimate the
actual playback times of media units at those mediaphones. By
comparing these estimates, the multimedia server tries to detect
occurrences of playback asynchronies between master and
slave mediaphones. The multimedia server then tries to steer
the slave mediaphones back to synchrony with the master by
instructing the slaves to skip or pause media units, depending
on whether they are slower or faster, respectively, relative to
the master.

III. FEEDBACK APPROACH FOR DETECTING ASYNCHRONY

Mediaphones generate feedback units concurrently with
the playback of selected media units (but not necessarily
with playback of every media unit) and transmit them back
to the multimedia server (see Fig. 3). Each feedback unit
is a lightweight message containing only the number of
media units that were concurrently played back at the time
of the feedback unit’s generation; hence, its transmission
imposes little overhead on the network. As we will see
shortly, media units corresponding to which a mediaphone
is required to generate feedback units can be predetermined
by the multimedia server; hence, such media units can be
distinguished by means of a binary flag set in their headers
at the time of transmission by the multimedia server.

Suppose that the master mediaphone P,, transmits the first
feedback unit after it has played back pu,, media units and
concurrently with the playback initiation of media unit g, +1
(see Fig. 4). The multimedia server, upon receiving feedback
unit f, 1 (corresponding to media unit p,, + 1) at time
a(fy..+1), can estimate the earliest and latest possible times,
p%, (1tm +1) and p!, (um + 1), at which playback of media unit
#m + 1 could have been initiated at the master mediaphone
to be (see Fig. 5):

pin(u’m + 1) = a(fum+1) - Amax (2)
Prottm + 1) = a(fup 1) = Dumin- 3)

Ln(pm + 1) = [p5(km + 1), P (pm + 1)] is called a
playback initiation interval of media unit 4., +1 at the master
mediaphone. Similarly, if a slave mediaphone P, transmits a
feedback unit f,, .1 after having played back y, media units,
the multimedia server, when it receives f, 41, can compute
the playback initiation interval of ps + 1. By comparing the
playback initiation intervals of the same numbered media units
at the master and slave, the multimedia server can detect
asynchronies.
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Feedback transmission at a mediaphone: The mediaphone transmits part of the headers of selected media units back to the multimedia server

concurrently with the transfer of data parts of these media units to the display monitor for playback.
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Fig. 4. Sequence of transmissions of media and feedback units between the multimedia server and master/slave mediaphones.
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Fig. 5. Estimating earliest and latest playback times of media units.

The multimedia server can then resynchronize by deleting
or duplicating media units (depending upon whether the slave
is lagging or leading the master) from the media stream being
transmitted to the slave mediaphone. The applicability of this
scheme, which is simple to implement (since the mediaphones
themselves need not be aware of any resynchronization),
is restricted to local area environments with small network
delays. When network delays are large, as is the case in a
wide-area network, a large number of media units may have
been already transmitted in the intervening period between
the transmission of a feedback unit (by a slave mediaphone)
and its subsequent reception at the multimedia server. All
of these media units would have to be played back before
resynchronization by way of duplications or deletions in the
transmission queue at the multimedia server becomes effective,
not only causing large delays in the correction of asynchrony
but also making the delay dependent on the rate of media
transmission. Since such a scheme couples resynchronization
with media transmission, it also precludes the handling of

resynchronization functions at network nodes other than the
multimedia server'.

Alternatively, the multimedia server can instruct slave me-
diaphones to skip or pause media units (depending upon
whether they are lagging or leading relative to the master).
In this case, the maximum latency between transmission of a
feedback unit (by a slave mediaphone) and the instant at which
resynchronization becomes effective is close to twice the
maximum network delay 2 A max. Thus, if a slave mediaphone
transmits a feedback unit f,,4+1 (at the time of playback of
media unit p, + 1), resynchronization can become effective as
early as the time of playback of s +1=p, +1+ [3—:(%“15]
media units.

In fact, since the maximum drift of the clocks of the
mediaphones is bounded, when the multimedia server receives
fu,+1, it can determine the asynchrony that existed at the

1 As we shall see in Section VI, the ability to handle resynchronization at
other nodes is desirable for extensibility to wide-area network environments.



RAMANATHAN AND RANGAN: ADAPTIVE FEEDBACK TECHNIQUES FOR SYNCHRONIZED MULTIMEDIA RETRIEVAL 251

time of playback of f, 11 and can also predict the maximum
asynchrony that is expected to exist at the time at which
resynchronization will become effective, which is the time of
playback of media unit 1y + 1. In order to do so, notice that
playback of successive media units at a mediaphone can be
ensured to be continuous (i.e., without the mediaphone being
starved of the availability of the next media unit in its buffers at
the time of completion of the preceding media unit’s playback)
if either: 1) the network jitter (Amax — Amis) does not exceed
the smallest playback period 6x(1—p); or 2) the largest number
of media units whose playback period equals network jitter are
prefetched to the mediaphone’s buffers before commencement
of playback. This number is given by: é‘;;:*(%_%m. Since the
period of each media unit is bounded between 6 * (1 — p) and
6 * (1 + p), continuity of playback enables the multimedia
server to estimate the playback initiation intervals for all
media units ;2 > ps + 1, starting from the playback initiation
interval of media unit u, + 1. Thus, the earliest and latest
playback initiation times of the media unit ;5 + 1 at the slave
mediaphone can be predicted to be:

ol + 1) =po(pss + 1)+ (us — ps) %6+ (L —p) (4)
Pilus +1) = pLlus + 1) + (g — o) ¥+ (1 4 p). (5)

[P5 (ks +1), pi (s +1)] constitutes a playback interval I, (15 +
1) of media unit 45+ 1. By applying similar techniques, given
the playback initiation interval of media unit ,,, +1 (for which
the master transmitted a feedback unit f,,_ 1), the multimedia
server estimates playback initiation intervals of the master’s
media units ft,, +2, 4, +3, - - - . By comparing these intervals
with that of the slave media unit puy + 1, the multimedia
server determines media units of the master that may be
played concurrently with ps + 1 and, if their unit numbers are
different from ¢ + 1, asynchrony (equal to their difference) is
determined to exist. Based on the asynchrony so predicted, the
multimedia server instructs the slave to resynchronize with the
master at the time when the slave plays back media unit 5 +1
by skipping or pausing an appropriate number of media units.

In this technique, since the multimedia server does not have
a precise knowledge of the playback initiation instants of
media units (owing to nondeterministic network delays and
playback rate mismatches), it has to use estimates of playback
initiation intervals instead. Hence, estimates of asynchronies
between master and slave mediaphones, which are based on the
differences between playback initiation intervals at those me-
diaphones, may also have a range of possibilities. Depending
on whether the multimedia server takes a conservative view
of considering the least possible asynchrony or an aggressive
view of considering the largest possible asynchrony, several
policies are possible for resynchronization, which we explore
next.

IV. RESYNCHRONIZATION POLICIES

Given the playback initiation intervals of media units at
master and slave mediaphones, asynchrony between them
can take values ranging all the way from the minimum
of their differences to the maximum. Whereas conservative
policies resynchronize by the minimum absolute value of the

difference, which is the asynchrony that is guaranteed to exist,
aggressive policies resynchronize by the maximum absolute
value of the difference, which is the largest likely asynchrony.
Between these two extremes are an entire spectrum of resyn-
chronization policies. In addition, in environments in which
statistical distributions of network delays and playback rate
variations are known a priori, probabilistic resynchronization
policies, which resynchronize when the probability of asyn-
chrony exceeds a given threshold level, can be employed. We
investigate each of these policies in the following subsections.

A. Conservative Resynchronization

In the conservative approach to resynchronization, the mul-
timedia server, when it receives feedback units from both
master and slave mediaphones, uses the estimates of their
playback initiation intervals to determine media units that
are guaranteed to be played back concurrently at the master
and slave mediaphones. Here, concurrently means within
a window of time W, where W is the precision beyond
which separations between playback instants of media units
cannot be distinguished or determined, possibly due to in-
herent uncertainties in measurements. Mismatches in units
numbers of media units being played concurrently indicate
that asynchrony is guaranteed to exist between the master and
slave mediaphones, to alleviate which remedial action must be
initiated by the multimedia server.

In the scenario in Fig. 4, any resynchronization affected
by the multimedia server following the reception of feedback
unit f, 41 from the slave is guaranteed to become effective
only after media unit 1y has been played back (i.e., at the
scheduled playback initiation time of media unit py + 1).
Therefore, in order to resynchronize the slave with the master,
upon receiving f, 11, the multimedia server must determine
the master media unit(s) that may possibly be played back
concurrently with slave media unit ;2 + 1. This method is
developed in the following theorem.

Theorem 2: If f, 41 is the last feedback unit received
from the master mediaphone prior to the reception of a
feedback unit f, ., from a slave mediaphone and if uj is
the latest media unit that could possibly be played back at that
slave mediaphone before resynchronization can be affected,
the range of all media units that are guaranteed to be played
back at the master mediaphone concurrently with p; + 1 at
the slave is given by [t + 8%, f1, + 6'], where

(Ph (e + 1) = P5y (km + 1)) + (g — )
¥0x(14+p) —W+0x(L-p)

b 0x(1—p)
and
(PE(1s + 1) = Pl + 1)) + (115 — )
5 xGx(1—p)+W+0x(1+p)

0% (1+p)
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Fig. 6. Determination of a media unit (gm + 6) which is guaranteed to be played back concurrently with pif + 1. The playback interval of (pm + 6)
must be within the interval [E, L] where E = pl(us +1)— Wand L = pi(ps + 1)+ W.

Proof: Media unit g, + 6 is guaranteed to be played
back concurrently with media unit sy + 1 if and only if the
separation between the playback instants of pm + band ps+1
does not exceed the window of precision W, i.e., if and only
if both of the following conditions are satisfied (see Fig. 6):

Do (pm +8) > ph(ps +1) - W (6)

.and

P (i + 8) < pS(us +1) + W. D

The playback interval of y5 + 1 can be obtained from that of
s + 1 by using (4) and (5); the playback interval of p,, + 6
can also be obtained from that of u,, + 1 in a similar manner.
Substituting these in (6) and (7), together with the observation
that 8 must be an integer, we obtain that §¢ < 6 < 8! where

(P (s + 1) = Pl (i + 1)) + (g — a) |
5 *0*(1+p)011(’\11f§)*(1—p) ®
and
(P% (s + 1) = i (. + 1)) + (15 — 12s)
s *0*(1—p)0+;1(/\1/i-z)*(1+p) ©
g

Asynchrony is guaranteed to exist if pus + 1 ¢ [um +
8¢, im + 6']. The slave lags or leads the master depending
on whether pf + 1 < pm + 6% or py +1 > Um + 6. In
order to steer the slave back to synchrony, when the slave lags
the master, the multimedia server instructs the slave to skip
(tm + %) — (ps + 1) media units from the slave’s internal
buffers and, when the slave leads the master, the multimedia
server instructs the slave to pause for (15 + 1) — (m + 8"
media units.

Immediately following a resynchronization, there may re-
main a residual asynchrony of at most W:

w N
Beonservative = ’rm-—_p):l media units. (10)

As we will see in Section V, the difference between the
residual asynchrony (8) and the maximum tolerable asyn-
chrony (Amax) determines the frequency at which the slave

mediaphones are resynchronized: the smaller the difference,
the greater the frequency of resynchronization.

B. Aggressive Resynchronization

In sharp contrast to the conservative resynchronization
policy, an aggressive policy reacts (by skipping or pausing
media units) whenever it detects even a slight possibility (but
may not be a certainty) of asynchrony. In order to implement
this policy, the multimedia server, when it receives feedback
units f,_ 41 and f,, 41 from the master and slave media-
phones, respectively, determines all media units of the master
stream that may possibly be played back concurrently with the
playback of media unit g5 + 1 at the slave mediaphone and
triggers resynchronization if it finds any mismatch between
the two. This method is developed in the following theorem.

Theorem 3: If f, 41 is the last feedback unit received
from the master mediaphone prior to the reception of a
feedback unit f,, 4+ from a slave mediaphone and if py is
the latest media unit that could possibly be played back at that
slave mediaphone before resynchronization can be affected,
the range of all possible media units that may be played back
at the master concurrently with p; + 1 at the slave is given
by [pm + 6%, tm + 6], where

C (05 (s + 1) = P (ttm + 1)) + (15 — 1) ]
5 = 0% (1—p)—W+0x(1+p)
B 6 x(1+p)
and
(B (s + 1) = Po(tm + 1)) + (15 — o)
s = *9x(L+p)+W+0x(1-p)
- 6x(1—p)
L ]

Proof: A media unit g, +6 has a chance of being played
back concurrently with media unit s + 1 if the minimum
difference in their playback initiation times is at most W.
Thus, using the estimates of playback initiation intervals, the
following conditions are satisfied (see Fig. 7):

Ph(im +8) > p(ps +1) - W (11
and

e (pm +8) < Phig +1) +W. (12)
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Fig. 7. Determination of a media unit (¢ + &) that may be played back concurrently with s5 + 1. The playback interval of (gm + ) must be within
the interval [E, L], where E = pS(ps + 1) — Wand L = pl(us +1) + W.

Substituting (as was done in the case of Theorem 2) for

the estimates of pg(pys + 1),p) (s + 1), p%,(m + 6), and

ph, (Um + 6), we obtain that 62 < § < 6!, where

(05 (s + 1) = Pl (it + 1)) + (15 — 1)
*0x(1—p)—W+0x(1+p)

5= 6x(1+p) (13
and
(Palbts + 1) = i (tm + 1)) + (5 — 1)
P *6*(1+p)0tl(/rj-z)*(1—p) (14)
0O

The multimedia server triggers resynchronization if there
is even one media unit g, + 6 € [im + 6%, pm + 6'] such
that pm + 8 # pg + 1. The difference (i, + 6') — (uy + 1)
represents the highest possible lag of the slave (relative to
the master), and (s + 1) — (um + 6°) represents the highest
possible lead. Adopting a “high risk” policy, the multimedia
server resynchronizes by the maximum of the lag and lead.
Such a policy may lead the multimedia server to initiate
resynchronization even when there is none (i.e., even when
ps+1 € [tim + 8%, pum + 6')) thereby accentuating (rather than
alleviating) asynchrony) and represents the opposite end of the
spectrum as compared to the conservative policy, which adopts
a “no risk” approach by initiating resynchronization only when
asynchrony is guaranteed to exist.

The residual asynchrony following a resynchronization is
the maximum difference between playback intervals of fi,, +&'
and py + 1, which can be shown to be:

2*(Amax-Amin)+2*0*p*(6!_1)
+WH2%0xp* (g~ ps)
0+(1-p)

,Baggressive =

media units. (15)

C. Probabilistic Resynchronization

Between the extremes of conservative and aggressive poli-
cies, probabilistic resynchronization can be employed when
the statistical distributions of both the network delays and
the playback period variations are known a priori. Potentially,
probabilistic policies, since they take into account the distri-
butions of network delays and playback rate variations, can be

more effective than purely deterministic ones. In probabilistic
policies, the arrival of feedback from a slave causes the
multimedia server to compute the probability distribution of
asynchrony at the slave. The multimedia server then resyn-
chronizes the slave by the maximum value of asynchrony for
which the probability exceeds a given threshold value. To see
how this policy can be implemented, consider the scenario of
Fig. 4, in which the multimedia server receives a feedback unit
fu.+1 from a slave mediaphone at time a(f,,+1) and py is
the last media unit that may be played back at the slave before
resynchronization is affected. The playback initiation instant
of py + 1 at the slave can be computed to be:

2]
sy +1) = alfu,41) = Afu,+1) + Y 0s(i). (16)
i=ps+1

Similarly, if the most recent feedback unit received from the
master is f,, 41, the playback initiation instant of a media unit
f5+ 1+« at the master (o being any nonnegative integer, and
representing the difference relative to first media unit ps + 1
yet to be played back at the slave) can be computed to be:
i=psto

s +1+a)=a(fy,+1) — A(fun+1) + Z O (7).
1=y, +1
an
The probability that the slave lags the master by at least «
is given by:

P(A 2 &) = P(pm(pus + 1+ @) 2 ps(us + 1))
and that the slave leads the master by at least « is given by:
P(A 2> Cli) = P(pm(ﬂf +1- a) 2 ps(p‘f + 1))

Substituting for ps(ps +1) and py,(ps + 1+ o) from (16) and
(17), respectively, and defining the random variables

Vlag = A(us + 1) - A(fllm+1)

i=psto Hs
+ Y )= D 6.0)
i=pm+1 i=ps+1

and
Viead = A(pts + 1) =~ A(fup+1)

i=pf—a 2

Y @)= D 60

i=ftm+1 i=pa 41

we obtain the probabilities of lag and lead to be:

Prag(A > a) = PViag < a(fu,+1) — a(fu+1))
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and

Plead(A Z a) = P(Vlead 2 a(fug#l) - (l(fuerl))'

Given the distributions of network delays and playback
periods, the distributions of Vi, and Vieaq can be obtained
by (2% pif @ — fim — ps + 2) convolutions involving those
distributions. However, convolutions can be computationally
expensive to bypass, which the use of normal approximation
can be employed. In this approximation, network delays are
assumed to be normally distributed with mean and variance
Aa and o}, respectively, and so are playback periods with
mean Ag and variance ag. In such a case, the random variable
Viag can be shown to be normally distributed with mean Ay
given by:

Ay = Aa = Aa + (g 4+ o — pm) * Mg — (g — ps) * g
= Ay = (0 — pm + ps) * Ao

and variance 0%, given by:
o =2x 0% + (1e + @ = ) * 75

The distribution of Vieaq can be obtained in a similar fashion
(by using —a in place of ).

Knowing the arrival times of f, 41 and f, 41 at the
multimedia server and the mean and variance of Viag and Vieaq,
the probability of the slave lagging or leading the master by
various values of « can be determined from standard normal
distribution function (available in most statistical software
packages). The goal of a probabilistic resynchronization policy
is, given a threshold probability Pyhres, to enable the multime-
dia server to determine the largest lag or lead between the
slave and master with a probability of at least Pipres. That is,
the multimedia server computes « such that:

Plag(A > a —0.5) > Pipres > Pag(A > ¢ +0.5)  (18)

or
Pieaa(A > @ = 0.5) > Pihres > Plead(A = @+ 0.5). (19)

The multimedia server can then instruct the slave mediaphone
to resynchronize by skipping (in case of lag) or pausing (in
case of lead) o media units. However, when no value of «
satisfying (18) and (19) can be determined, the multimedia
server has to wait for receipt of subsequent feedback units
from slave mediaphones before resynchronization. After a
resynchronization, the playback at the slave is set to within
half a media unit (lag or lead) of the playback at the master
with a probability of Pipres; hence, the residual asynchrony
immediately following a resynchronization is at most:

Borob = 0.5 media units (20

with a probability of Pihres.
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V. ADAPTIVE FEEDBACK TECHNIQUES

The conservative, aggressive, and probabilistic policies dis-
cussed in previous sections enable a multimedia server to
resynchronize a mediaphone (that may have fallen into asyn-
chrony) as soon as a feedback unit is received from that
mediaphone. Immediately following a resynchronization, each
mediaphone may have a residual asynchrony that is at most
3 [given by (10), (15), and (20)]. Starting from this residual
value, asynchrony of a mediaphone may again increase with
progression of playback, owing to playback rate variations.
Such an increase may be allowed upto a maximum tolera-
ble limit, Anax, by when the multimedia server must have
received the next feedback unit from the mediaphone and
initiated the next resynchronization, bringing the asynchrony
back to within 8. In order to minimize additional overheads
due to feedback transmission, it is desirable to maximize
the interval between the previous and next resynchronizations
(and, hence, the interval between transmission of their cor-
responding feedback units). The maximum allowable interval
is directly determined by the extent to which the asynchrony
can be allowed to increase; that is, by the difference between
the maximum tolerable asynchrony (Amax) and the residual
asynchrony () at the end of the previous resynchroniza-
tion.

Whereas the maximum tolerable asynchrony Amax is spec-
ified by the application under consideration, the residual
asynchrony £ at the end of a resynchronization depends on the
network delay bounds, the playback period of media units, and
the resynchronization policy being employed. Furthermore,
for the conservative policy, 8 depends on the relative sepa-
ration of feedback units (from master and slave mediaphones)
corresponding to the previous resynchronization. Thus, at
the time of each resynchronization, the multimedia server
can adaptively set the maximum interval that elapses before
the transmission of next feedback by a mediaphone. The
exact method for computation of such maximum intervals
between transmission of successive feedback units is presented
next.

A. Adaptive Determination of Maximum Feedback Intervals

Consider the situation when the sth feedback unit from a
slave reaches the multimedia server. The multimedia server
initiates the necessary resynchronization, causing the slave
to playback media unit . Suppose that following the ith
resynchronization, u! media units are played back by the slave
before it transmits the (i + 1)th feedback unit (see Fig. 8).
The largest value of p, which denotes the interval between
transmission of ith and (i + 1)th feedback by the slave without
permitting the asynchrony of the slave to increase beyond the
maximum tolerable value Apna.x (generally specified by the
application), is precisely computed in Theorem 4 for the case
when the slave lags the master. The case when the slave leads
the master is similar.

Theorem 4: The maximum duration of the interval between
the 4th resynchronization and the transmission of the (i + 1)th
feedback unit from a slave mediaphone so as to bound the lag
of the slave mediaphone relative to master to within tolerable
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Fig. 8. Sequence of exchange of media and feedback units between the multimedia server and mediaphones.

limits is given by:

Amax*e*(l_p)_'ﬁi*a*(l'i'p)
— 4% px Apax * (1 + p)
2%x0x%p

=
w e
It

where Apax denotes the maximum tolerable asynchrony,
and 3¢ denotes the maximum residual asynchrony by which
the slave may lag the master immediately following the ith
resynchronization.

Proof: Consider the accumulation of the lag of a slave
mediaphone relative to the master mediaphone between the
sth and (¢ + 1)th resynchronizations. Starting from a residual
value of §° immediately following the ith resynchronization
(the value of 3' being dependent on the resynchronization
policy), the lag accumulates most rapidly when playback at
the slave progresses at the slowest possible pace, but that at
the master progresses at the fastest possible pace. Whereas the
slave sends the (7 + 1)th feedback immediately after playing
back vi + pi, (i + 1)th resynchronization takes place at the
time of playback of v} + i, with the relation between u; and
1, being given by

2 % Amax ] @1

(1~ p)
Following a procedure similar to that adopted in Theorem 1,

it can be shown that the maximum lag of the slave just prior
to the playback of v + p} is given by:

B o1 —p)+ 250 % pxpf
Amax— [ 0*(1_p) . (22)

Substituting for ,uif in terms of u! [using (21)] and solving
for y%, we obtain:

(Amax_ﬂi)*e*(l_p)_4*p*Amax*(1+p)J
)

u}=u§+[

k2
He < { 2% 0% p
2
which represents the maximum interval (in terms of media
units) between two successive feedbacks from a slave.

Using the above equation, at the time of the ith resynchro-
nization (for any integer of ¢ < 1) the multimedia server can
determine the next media unit % + p¢ corresponding to which
a mediaphone must send the (¢ 4+ 1)th feedback unit, so as
to never let the asynchrony exceed the maximum permissible
value of A, before the (i + 1)th resynchronization takes
effect. When 7 = 0, (23) can be directly used to determine
the instant at which the first feedback unit has to be trans-
mitted back to the multimedia server, with the initial residual
asynchrony (between playback start times at the master and
slave) 3° x 8 x (1 — p) being equal to the network delay-jitter
Amax - Amin- O

The above scheme is said to be adaptive since the largest
permissible interval u& between the ith and the (¢+ 1)th resyn-
chronizations is dynamically determined by the multimedia
server based on the residual asynchrony 3* that existed imme-
diately following the ith resynchronization. Having determined
the interval y the multimedia server can then insert a binary
flag in the header of such a media unit v} + p to indicate
to the mediaphone that a feedback unit must be transmitted
corresponding to that media unit.

It should, however, be observed that in the computation of
i using (23), all factors except 3° can be precomputed before
the commencement of playback. Even for the computation
of 3 for the conservative and aggressive policies, all factors
except the difference between playback time estimates of the
feedback units from the master and slave can be precomputed
before the commencement of playback. During playback,
computation of playback time estimates upon reception of
a feedback involve about four additions/subtractions, and
the computation of 3¢ would involve about two more addi-
tions/subtractions and two multiplications/divisions. Similar is
the case for determination of asynchronies using either sets of
(8), (9) or (13), (14). For the probabilistic policy, computation
of 3 involves the one-time cost of a couple of additions and
multiplications/divisions, computation of asynchrony [using
(18) and (19)] involves a couple of function calls to standard
statistical packages, and a few additions/multiplications of
mean and variances of normal distributions. Hence, all in all,
both the one-time computational overheads associated with
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Fig. 9. Bursty feedback transmission scheme. Master transmits feedbacks in bursts, while the slave transmits at a minimum rate.

precomputed factors and the per-feedback unit computational
overheads associated with dynamic factors together sum up
to a few arithmetic operations for each slave mediaphone
being synchronized. This level of overhead is even smaller
than those associated with checksumming and other routine
per network-message operations in common systems.

To minimize the frequency of feedback transmission, it is
desirable to maximize u?, which, in turn, is possible if the
residual asynchrony 3 is minimized. However, from (15), g
for the case of aggressive policy increases directly with the
separation between arrival times of feedback units from master
and slave mediaphones which must, hence, be minimized. For
the conservative policy, the effect of a large separation is even
worse: there is a chance that this policy will never be able to
resynchronize in such a case. For the probabilistic policy, the
larger the separation, the larger the number of convolutions
and the variance. The less sharp the probability distribution,
the smaller the likelihood of finding a solution to (18) and
(19). In order to minimize the separation between arrival of
master and slave feedbacks and thereby overcome the above
drawbacks, we now propose a feedback transmission scheme
in which the master mediaphone transmits feedback units in
short bursts around the time when feedback units from slave
mediaphones are expected.

B. Bursty Feedback Transmission Scheme

In this scheme, whereas slave mediaphones transmit feed-
back units at intervals given by (23), the master mediaphone
transmits feedback units in short bursts (see Fig. 9). The
commencement and termination of each feedback burst from
the master mediaphone, which can be completely controlled
by the multimedia server through the setting of a binary
flag in the headers of media units corresponding to which
the feedbacks are to be transmitted, are chosen such that
the start of the burst coincides with the earliest possible
arrival of a feedback from any of the slave mediaphones,
and the end of the burst coincides with the latest possible
arrival. This way, the maximum separation between arrival
of feedbacks from a master and slave is bounded by the
separation between two successive feedbacks within a burst

from the master and, consequently, the residual asynchrony
following a resynchronization also becomes bounded.

In order to precisely compare the length of the burst needed
to so bound the residual asynchrony, suppose that after the ith
resynchronization, 4% media units are played back by a slave
mediaphone prior to the transmission of the next feedback
unit. The smallest interval between the time when the ith
resynchronization is affected at the slave mediaphone and
the time when the (¢ + 1)th feedback unit from the slave is
received by the multimedia server is pix 0% (1= p)+ Amin-
In comparison, the master’s playback may have a residual lag
of at most 3 relative to the slave immediately following the
ith resynchronization and thereafter progress at the slowest
possible rate because, of which, the (¢ + 1)th feedback burst
(which starts after an interval of !, media units) could arrive
as late as (8° + pb,) * 0 x (1 + p) + Amax after the ith
resynchronization. In order to guarantee that the arrival of the
(¢ + 1)th burst from the master precedes the arrival of the
(i + 1)th feedback unit from the slave, it must be the case
that:

(B + pi) % 0% (14 p) + Amax < pt * 0 % (1 = p) + Drmin
Ni*o*(l_p)_(Amax_Amin) i

< - 3 (24

< Te7) B (24)

= pb,

The largest value of pf, that satisfies the above equation
determines the start of the (i + 1)th feedback burst from the
master, after which for each successive media unit played back
at the master, the multimedia server sets the binary feedback
flag to trigger transmission of a feedback unit from the master,
until the (i 4+ 1)th feedback unit is received from each slave,
at which time the burst from the master is ended.

Feedback units, since they contain only sequence numbers
of media units that were played back concurrently with their
transmission, are lightweight. Furthermore, since playback
of not all but only selected media units triggers feedback
transmission, the network overhead entailed by the adap-
tive feedback technique is small compared to that of media



RAMANATHAN AND RANGAN: ADAPTIVE FEEDBACK TECHNIQUES FOR SYNCHRONIZED MULTIMEDIA RETRIEVAL 257

Multimedia server

Mediaphones

——— Transmission of media units
---------- « Transmission of feedback units

Subtree-2

Fig. 10. Distribution of feedback synchronization function among multiple nodes in a wide-area network.

transmission.” Given that the fractional variations in playback
periods are generally small, for instance, the clock drift among
mediaphones may be of the order of a few seconds per day,
the length of a burst is usually small, and the interval between
two feedbacks of a slave or feedback bursts of the master
is large. As we will see in Section VII, even when network
delays are of the order of hundreds of milliseconds, for typical
media playback rates, the feedback burst lengths are only of
the order of a few tens of media units over an interval of about
a few thousands.of units, indicating that overheads due to their
transmission at mediaphones and reception at the multimedia
server are small.

VI. EXTENSION TO WIDE-AREA NETWORKS

In networks that are geographically distributed over a wide
area, delays between the multimedia server and mediaphones
can be large, thereby increasing both the latency (u; —
#s) between detection and correction of asynchrony and the
residual asynchrony (/3). Consequently, the interval between
two successive feedbacks decreases, causing the number of
feedback receptions and resynchronization computations at a
multimedia server to increase with geographical distribution.
Thus, additional mechanisms are essential for keeping the
overheads due to the feedback technique small.

Notice that, since in our feedback technique resynchroniza-
tion is affected by skips and pauses at mediaphones rather than
by deletions and duplications in media unit transmissions at the
multimedia server, all the computations and actions associated
with each resynchronization can be carried out by any node
other than the multimedia server. Furthermore, resynchro-
nizations associated with different slave mediaphones can be
handled by different nodes serving as synchronizers. The slave
mediaphones can, thus, be partitioned into disjoint subsets.

2In order to avoid back-to-back reception of feedback units and the
consequent possibilities of their losses at the multimedia server's network
interface, feedback transmissions from different mediaphones can be slightly
staggered in time.

For each subset, a node close to the subset can serve as
the synchronizer. Whereas the slave mediaphones transmit
feedbacks only to the synchronizer associated with the subset
to which they belong, the master mediaphone multicasts its
feedbacks to all synchronizers. By so distributing the function
among a number of synchronizers, the overhead due to the
feedback technique at each of the synchronizers can be kept
small.

In some situations, the master and slave mediaphones them-
selves may be widely separated from each other. In such cases,
a hierarchical architecture in which mediaphones closer to
each other are better synchronized than those separated farther
apart may be desirable. Nodes serving as synchronizers are
configured in a hierarchy with the mediaphones as leaf nodes
(see Fig. 10). At each internal node, within the subtree rooted
at that node, one of the mediaphones functions as the subtree
master, relative to which all other mediaphones in the subtree
are synchronized by the node. Each node transmits only the
feedback units of its subtree master to its parent node. The
master at the root of the tree serves as the global master.
Whereas the global master always plays at its natural rate,
subtree masters may have to pause or skip relative to the
subtree master at their higher level. When the global master
slows down or speeds up, resynchronization actions propagate
down the tree.

This decentralization of the feedback technique eliminates
the need for the multimedia server (which is the root of the
tree) to receive feedback units all the way back from each leaf
mediaphone and resynchronize them all. The computational
and feedback transmission overheads of resynchronization are
distributed among all intermediate nodes, such as routing
nodes, thereby fully integrating synchronization with routing.

VII. EXPERIENCE AND PERFORMANCE EVALUATION

In order to experimentally evaluate the performance of the
adaptive feedback techniques for synchronous multimedia re-
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trieval, we are developing a prototype multimedia on-demand
server as the UCSD Multimedia Laboratory. The multimedia
server is being implemented on a 486-PC with multiple
gigabytes of storage, and each display device consists of
a PC-AT equipped with digital video and audio processing
hardware, a video camera, and a TV monitor. The audio
hardware digitizes audio signals at 8 KBytes/second. The video
hardware can digitize and compress motion video at real-time
rates.

We have carried out preliminary performance simulations
of the resynchronization policies for video (and its associated
audio) playback at 60 frames/second (which results in a
nominal playback period of 16.67 ms), with the audiophone
serving as the master and the videophone as the slave. In
the simulations, 100 000 media units are assumed to be
transmitted by the multimedia server to the mediaphones, first
in a local and metropolitan area network environment and
then in a wide-area network environment. The network delays
are approximated to be normally distributed, with 99.99% of
the delays lying in the range [Amin, Amax], Whose values are
assumed to be [40 ms, 50 ms] for the local/metropolitan area
network environment and [100 ms, 200 ms] for the wide-
area network environment (these are the transmission plus
queueing delay ranges observed for a video frame in our 10
Mb/s Ethernet and 2.4 Mb/s wide-area network environments).
The maximum fractional drift in the playback periods at both
the videophone and audiophone is assumed to be p = 10~3.
A maximum tolerable asynchrony of Apax = 5 media units
(83.33 ms) was used throughout.

The deterministic resynchronization policies, namely the
conservative and aggressive policies, are effective only when
the network jitter is sufficiently small such that, in comparison
with the network jitter, the maximum tolerable asynchrony
is large enough to clearly stand out. In our simulation ex-
periments this is indeed the case for the local/metropolitan
area network environment. For such an environment, we
compare the effectiveness of conservative and aggressive
policies for two scenarios that give an idea of the range of the
performance spectrum of the two policies: 1) an ideal scenario
in which the playback rates of the master and slave media-
phones are identical: and 2) an extreme scenario in which,
whereas the master mediaphone plays back at the fastest
rate, the slave mediaphone plays back at the slowest rate.
Both conservative and aggressive policies fail when network
jitter becomes comparable to tolerable asynchrony. However,
the probabilistic policy, since it uses statistical distributions
of network delays and playback periods, continues to be
effective in resynchronizing the mediaphones even in those
cases.

Several measures of effectiveness of resynchronization are
reported by the simulations for the various policies: 1) the
maximum, minimum, and average absolute asynchronies; 2)
the number of skips and pauses incurred at the slave; and 3)
the misfire ratio, which is the number of incorrect resynchro-
nization decisions (which actually accentuate the asynchrony
instead of alleviating it) as a fraction of the total number of
resynchronization decisions taken. Tables II-IV summarize the
results.
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TABLE 11
PERFORMANCE OF THE CONSERVATIVE AND
AGGRESSIVE POLICIES IN THE IDEAL SCENARIO

Conservative | Aggressive

policy policy
Maximum asynchrony (ms) 295 295
Minimum asynchrony (ms) 295 -13.38
Average absolute asynchrony (ms) 295 78
Media units skipped 0 25
Media units paused 0 24
Misfire ratio 0 0.51
# Master feedbacks 406 419
# Slave feedbacks 45 49

TABLE III

PERFORMANCE OF THE CONSERVATIVE AND
AGGRESSIVE POLICIES IN THE EXTREME SCENARIO

Conservative | Aggressive

policy policy
Maximum asynchrony (ms) 9233 76.22
Minimum asynchrony (ms) 743 -23.55
Average absolute asynchrony (ms) 41.50 20.82
Media units skipped 199 201
Media units paused 0 0
Misfire ratio 0 0
# Master feedbacks 603 662
# Slave feedbacks 43 55

In the ideal scenario, the conservative policy does not trigger
any resynchronization (see Table II). This is understandable
because the conservative policy triggers resynchronization
only if asynchrony is guaranteed to exist. In sharp contrast,
the high-risk aggressive policy overreacts, leading to a high
average asynchrony. This is because, even though there are no
playback rate mismatches, the network jitter by itself results
in differential delays between master and slave feedbacks,
thereby falsely causing the aggressive policy to trigger resyn-
chronization, as is evident in its large misfire ratio. In fact,
the skips and pauses introduced by the aggressive policy are
large and almost equal in number, demonstrating its oscillatory
behavior. This behavior is more evident for larger feedback
frequencies, i.e., for smaller values of Apax.

In the extreme scenario, the conservative policy entails
larger asynchronies than its aggressive counterpart (see Table
II). This is because since the conservative policy reacts
only when it can conclude with certainty the existence of
asynchrony, it waits until the asynchrony builds up to surpass
the jitter so as to clearly stand out in comparison. The
aggressive policy, however, because of its fast reactivity,
has the potential to detect asynchrony at the earliest instant
and then resynchronize by the maximum possible extent,
yielding a much lower asynchrony. Thus, the aggressive policy
outperforms the conservative policy in this case, showing that
it is not without advantages.
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TABLE IV
PERFORMANCE OF THE PROBABILISTIC RESYNCHRONIZATION POLICY
(90% THRESHOLD) WHEN THE NETWORK JITTER IS HIGH, AS IN A
WIDE-AREA NETWORK WITH [Apin. Amax] = [100 ms, 200 ms].

Ideal Extreme

scenario | scenario
Maximum asynchrony (ms) 29.52 130.60
Minimum asynchrony (ms) -3.80 -24.10
Average absolute asynchrony (ms) 6.75 57.95
Media units skipped 2 197
Media units paused 0 0
Misfire ratio 0.02 o !
# of master feedbacks 928 1162
# of slave feedbacks 46 45

Both aggressive and conservative policies lose their effec-
tiveness when the maximum network jitter becomes compara-
ble to and, hence, difficult to distinguish from, the maximum
tolerable asynchrony. Whereas the aggressive policy tends
to react too frequently (because of false resynchronizations
triggered by the larger jitter), the conservative policy, being
unable to assuredly separate the effects of asynchrony from
those of jitter, tends not to react at all. In such cases, the
probabilistic policy, since it uses statistical distributions of
network delays and playback periods, succeeds in detecting
asynchrony and carrying out resynchronization with a high
probability (see Table IV), thereby avoiding both the overre-
activity and oscillatory behavior of the aggressive policy, and
the sluggishness of the conservative policy.

From the measurements, it may also be observed that the
maximum number of feedbacks range around a thousand
per 100 000 media units. The burst lengths (which can be
computed as the ratio of the number of master feedbacks to the
number of slave feedbacks in Tables II-IV) are in the range of
a few tens of media units, with each burst occurring at most
once in a thousand media units. Thus, the total number of
feedback units as a fraction of the total number of media units
is about 0.01, confirming that the overheads due to feedback
transmission are likely to be very small.

VIII. CONCLUDING REMARKS

The problems in media synchronization are just being rec-
ognized. Nicolaou [12] proposes mechanisms and abstractions
that are intended mainly for representation of synchronization
requirements at logical and physical protocol levels. Little et
al. [10] propose protocols for ensuring synchronous retrieval
of media streams from storage servers to a single destination
(in which case there is no chance of any mismatch in playback
rates). Ferrari [4] proposes a jitter control scheme that can
also ensure media synchronization in environments in which
delays are bounded and clocks are synchronized. Escobar et
al. [3] develop a flow synchronization protocol for multimedia
applications over computer networks. This protocol, which
adapts to changing network delays, assumes the existence of
globally synchronized clocks.

In comparison, we have developed adaptive media-specific
feedback techniques for synchronous retrieval from multi-
media on-demand servers to mediaphones in future inte-
grated networks, in the presence of network delay jitter,
and nondeterministic playback rate mismatches. These tech-
niques possess some important advantages as compared to
those that rely on the existence of globally synchronized
clocks. First, being application-specific, the feedback-based
media synchronization techniques adapt to application require-
ments; the higher the application-specified tolerable asyn-
chrony, the lower the overhead due to feedback transmis-
sion. Second, they not only permit applications to specify
the master media steam based on human perception limits
but also support on-the-fly changes of the master stream
itself. Perhaps the most important advantage of media-specific
feedback techniques is that skipping and pausing of me-
dia units at the time of resynchronization can be based
on the semantic content of the media units. For instance,
in the case of an audio stream, media units skipped can
be chosen so as to correspond to silence periods, thereby
minimizing perceptible degradations in quality of media play-
back.
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