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Delay Compensation Protocols for
Synchronization of Multimedia Data Streams

K. Ravindran and Vivek Bansal

Abstract—The paper focusses on temporal synchronization of
various data streams in multimedia information (e.g., voice, video,
graphics and text) exchanged between users over a high speed
network. During delivery of such data, maintaining the required
association between data units across various streams in real-time
is necessary to sustain quality of service in the presence of data
loss and/or delay in the network. Selving this synchronization
problem requires framing of data streams whereby various points
in the data streams deliverable simultaneously to a user are
identified (“lip-sync”). In our solution approach, the temporal
axis of an application is segmented into intervals, where each
interval is a unit of synchronization and holds a data frame.
Simultaneous data delivery involves delivering all data segments
belonging to an interval within a certain real-time delay, as
specifiable by the application. Based on the approach, the paper
describes end-to-end transport protocols to compensate for the
data skew that may arise due to data loss/delay. Simulation
experiments confirm the viability of the protocols. Major uses
of the protocols are in broadband ISDN’s and metropolitan area
networks.

Index Terms— Data framing, data slippage, network delay
models, quality of transport service, skew recovery, temporal
intervals.

I. INTRODUCTION

MULTIMEDIA application is structured as a set of user

entities communicating with one another over a network
(e.g., ethernet, fiber-optic networks), with one or more users
generating information consisting of multiple data streams for
consumption by other users. A transport system collects the
multimedia data generated by source entities, moves the data
through the network and delivers the data at destination entities
for consumption. In digital TV for example, video and audio
sent from the TV station are transported through, say, a fiber
optic network and delivered to the display screen and sound
speaker in TV receivers. In general, each media causes a
distinctly perceivable effect at various entities that persists for
a certain real-time duration, with the composite effects due to
various media manifesting as progress of the application along
the temporal axis. So an acceptable quality of multimedia
data presentation requires maintaining the temporal association
between the various data streams in real-time during their
transport. In the TV example, the picture image seen on the
screen and the voice heard on the speaker cause distinct
effects in the human viewer for 3040 ms. So perceiving
a continuous change in the picture and voice requires the
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delivery of successive screen data and sound data at fixed
real-time intervals of 3040 ms. Thus unlike conventional
data transport such as remote file transfers, a multimedia
data transport has an additional dimension that associates the
flow of real-time with the presentation of data streams to the
application.

Multimedia synchronization involves segmenting each data
stream into a timed sequence of application perceivable data
units and identifying the various segments deliverable to the
destination(s) at a given interval in real-time. These temporally
related segments constitute a data frame. See! Fig. 1. The
framing characteristics, viz., length of an interval and temporal
association between data segments in a frame, typically depend
on the persistence duration of data and the allowed sequences
in which various data can be seen in the application (temporal
ordering). The real-time data delivery constraints are stronger
for continuous multimedia than for noncontinuous multimedia
since the latter are less sensitive to real-time delays. For
example, a videophone may allow video and audio segments
to occur within a range of 70-150 ms [1], whereas a catalogue
browsing service may allow audio, graphics and text to occur,
say, within about 2 s. The paper focusses on providing a set
of end-to-end transport protocols that solve the above “data
skew” problem (also known as “lip-sync”) in the presence of
random delays and/or loss of data in the network, referred
collectively as delay compensation protocols. The protocols
are largely useful for real-time multimedia data transport where
data is generated “live” by sources and is consumed “live” by
destinations.

A solution approach in which synchronization may be
achieved by virtue of enforcing tight guarantees on data delays
in the network (e.g., no delay jitter allowed) is feasible [2].
In our view, this approach may reduce transport efficiency
and flexibility because of the insulation of the application
specific synchronization requirements among data streams
from the transport protocols (but may provide simpler proto-
cols). Accordingly, our paper provides an approach in which
the transport system enforces synchronization in application
specific manner. Using this approach, the paper describes
new protocol techniques for synchronized data delivery. The
techniques encapsulate recovery from the effects of data de-
lay/loss based on the application level tolerance to variability
in data delivery delays and to data misses. Exploiting the
application characteristics in the protocol basically manifests
in weakening the delay guarantees expected of the network,

1A data segment may be realized as a sequence of packets or ATM cells,
depending on the underlying network.

1041-4347/93$03.00 © 1993 IEEE



RAVINDRAN AND BANSAL: DELAY COMPENSATION PROTOCOLS

Multimedia source
Daa
fram 4 -
clp |y el
NI
Tt Network
Syem
ﬁD:ﬂ A'EZ

Fig. 1. Illustration of synchronization issues in multimedia data streams.

which can result in better utilization of the network internal
resources. For instance, a delay tolerant data stream allows the
network to assign less priority for scheduling the transport of
data segments through the network than in the case of a data
stream with higher delay sensitivity. The paper also describes
simulation studies on protocol performance to illustrate the
feasibility of our approach.

The potential contribution of this paper is in providing a
canonical model of compensating for network delays during
multimedia synchronization. This research will be useful pri-
marily in the evolving application technologies for broadband
ISDN and metropolitan networks.

The paper is organized as follows: Section II describes a
canonical model of multimedia data transport from an appli-
cation perspective. The model is used to crystallize the issues
in real-time data framing, viz., skew in data arrivals caused by
delays and its effects on applications, in Section III. Sections
IV and V present a protocol that achieves synchronization in
the presence of random data delays in the network. Sections
VI and VII present a simulation study on functional feasibility
and performance of the protocol. Section VIII compares our
model with other related works. Section IX summarizes the

paper.

II. A CANONICAL MODEL MULTIMEDIA TRANSPORT

In an object-oriented view of a multimedia application, each
media affects a distinct part of the “application level state,”
with the application progressing along the temporal axis by
virtue of a state change due to each media occurring within
a certain real-time duration. The data segments of various
media that cause these state changes are said to be temporally
related, and the real-time range in which these segments occur
constitutes a temporal interval. Thus the temporal axis of the
application indicates the passage of real-time (the source and
destination entities maintain local clocks to perceive the flow
of real-time). For example, the visual and aural cues in the
human viewer due to video screen images and sound from
voice speakers constitutes the “state” in a TV application,
with each screen image and the voice data occurring within
an interval of 33 ms corresponding to the persistence duration
of visual/aural cues.

The data of each media in an application may be transported
on a separate communication channel set up through the
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Fig. 2. Transport level components for multimedia applications.

network. That the media transported on various channels
belong to a single application is not known to the network. So
the network treats these channels as independent data paths,
each possibly with different characteristics. See Fig. 2. For
example, a video telephone has two channels, viz., one for
(compressed) video data at 2 mb/sec and the other for audio
at 64 kb/sec. These channels may possibly take different paths
through the network based on bandwidth availability. A user
level connection enfolds one or more channels along which the
various data streams in a multimedia information flow. The
transport system synchronizes the data received on various
channels of a connection for presentation to the user [3,4].

2.1. Quality of Transport Service

The synchronization requirement is specifiable in the form
of a quality of transport service description (QOS;,4nsp) 0N
multimedia data. The parameters considered for QOS,, .,
in this paper relate to, among other things, allowed data
latency between source and destination, data generation rate,
data persistence duration and data delay tolerance, represented
in some canonical form. The QOS,,,,,, originates from the
application based on inherent temporal relationships among
various data segments. It is used by a synchronization protocol
in the transport system architecture in two ways (see Fig. 3):

* mapping to QOS,,., at the network interface below to
support real-time movement of data segments through
the network;

* generating a data play schedule over real-time for deliv-
ering the data segments arriving through the network at
destinations.

With appropriate QOS,,., specification, data may arrive at a
destination before their delivery deadlines. In the catalogue
browsing example, QOS,,.,,,, may specify the allowed skew
between audio, graphics and text segments (viz., less than 2 s)
which may be mapped to a QOS,,., indicating the average and
peak bandwidth required on channels carrying these data, the
acceptable level of delay variation across various channels,
and the acceptable end-to-end delay between source and
destination. The QOS,,., typically influences the allocation
of resources internal to the network for implementation of the
channel abstraction.

A data play schedule controls the delivery times of various
data segments arriving from the network, typically by buffer-
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ing and sequencing the data across the transport—application
interface. For instance, a data segment that is scheduled for
delivery at time T based on QOS,,,,,, but arrives at time
T — k is buffered by the protocol for a duration of k before
delivery. How temporal ordering parameters may be specified
in QOS,,4nsp to control the data play schedule is part of our
current research at Kansas State University [5].

As can be seen, the design of a delay compensation protocol
requires studies on what list of parameters need to be specified
in QO8;, 4,,p, how QOS,,, ., may be mapped to a QOS,,.,
and a set of procedures to support this mapping. The transport
system strives to provide the desired level of QOS,,,,,,,. If
QOS;,4,sp cannot be met, the system generates an exception
whereupon the user may reset the connection by initializing
its channels or may abort the connection.

2.2. Transport System View of Network

We assume packet switching mode of data transport through
network channels since the variable bit-rate and high speed
data traffic generated by applications are elegantly supportable
in this mode (however, our transport model can be used with
other types of switching modes as well such as ATM cell
switching). The issue relevant to this paper is how end-to-end
inter-packet delay (or simply, delay) in the network affects the
real-time transport of data streams?.

2.2.1. Delay Specification of Network: The delay behavior
desired of the network by the transport system, represented as
Dg, may be captured with the following specification:

— = dD,
QOS,.; = {(Dgumax: Dgiane): =3 Imax: G(D)},

where the pair (ﬁQ;max, 5Q:avg) indicating the maximum and
average delay values specifies the degree of randomness in
packet delays, and |dﬁQ /dt|max indicates the maximum rate
of change in delay over time. The parameter G(Dg) indicates
the level of guarantee on the delay behavior expected of the
network. This is specified in the form of a probability with
which the boundary conditions are expected to be enforced
by the network, with G(Dg) — 1.0 indicating a determin-
istic channel and G(Dg) — 0.0 indicating a totally random
channel. The delay attributes specified in QOS,,,, from the
transport system may be used by the network to control its

actual delay, represented as D.

2Qur analysis of end-to-end inter-packet delay in the network does not
include the time gaps that may be introduced between succesive packets at
the source.

In general, the actual delay behavior of a network is highly
stochastic, and may be captured by nonlinear stochastic models
of D to varying levels of accuracy [6]. From this viewpoint,
the QOS,,., specification indicates the boundary conditions on
delay variability and the type of delay guarantees provided.
However, QOS,,., does not specify any particular form of
delay model to be exhibited by the network nor does it specify
the recovery actions needed should the network exceed the
boundary conditions.’. The QOS,,,, is thus a canonical macro
level description of the delay behavior desired of the network
by the transport system.

In the strongest form, the transport system requires deter-
ministic channels in which there is no variability in the delay.
Requirements weaker than this result in networks providing
probabilistic delays, and range between deterministic and
probabilistic guarantees of the boundary parameters.

2.2.2. Demand on Network Internal Resources: The degree
of randomness in delay, as given by (Dg.max — Dg:avg), and
the extent of change in average delay over time, as given
by |dDq/dt|max, specified for a channel represent the delay
constraints imposed on the network by the transport protocol.
The delay constraints have a direct relationship to the demand
put on the network internal resources, such as allocation of
packet buffers and assigning packet scheduling priority, in
the channel implementation. Typically, the constraint of a
fixed and deterministic delay (indicated by “0” values of
delay parameters), as with high fidelity audio, represents the
strongest form of constraint which puts a heavy demand
on resources such as pre-allocation of packet buffers and
assignment of higher packet priority. On the other hand,
a large variability in delay (indicated by large values of
delay parameters), as with catalogue browsing, represents a
weaker constraint which puts less demand on resources such as
buffer allocation upon packet arrival and assigning low packet
priority.

Details of how various types of channels may be realized
and the policies for network -internal resource control are
outside the scope of this paper. See [7] for such details.

2.3. Data Framing

Consider an N-channel connection to transport a set of data
steams X = {zj,z2,...,zn} from one or more sources
to one or more destinations, with stream z, flowing on rth
channel, where r = 1,2, ..., N. Segmenting the temporal axis
of the application into a sequence of intervals, the sources
generate data in each interval along various channels while
the destinations consume the data [8]. When the application
is positioned at ith interval (z = 1,2,...), the data segments
belonging to this interval, denoted as X* = {3, x5,...,2%},
constitutes a data frame presentable at the user(s). The duration
of ith interval is determined by the persistence durations of
various % and the allowed sequences in which these z% can be
seen in the application. When the entire frame X" is presented,
the application progresses to the (i + 1)th interval along the
temporal axis.

3The stochastic nature of the actual delay behavior in the network is too
complicated to be concisely captured in QOS,, .,
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Fig. 4. Temporal segmentation of data for inter-channel framing.

The framing may occur at application specified points in
the data streams, as indicated in QOS,, 4nsp- For example, 256
samples from a 8-Khz voice sampler corresponding to human
hearing persistence of 1/32 s may constitute a segment. If a
segment is delayed or lost, the voice system may continue by
replacing the lost one by the immediately preceding segment
without perceivable loss in quality. As another example,
480 x 640 samples corresponding to a picture in a 480 x 640
pixel digital TV may constitute a data segment. Thus a segment
is a structured unit of information in a channel, realized as
a sequence of packets, that is perceivable by the application
through a media in real-time. A frame is a collection of
segments carried on various channels in a temporal interval.
See Fig. 4.

2.3.1. Flow of Time: All notions related to time in the
application such as “simultaneity” in data delivery, “forward
progress” in the application and “duration” of data exchange
are expressed in terms of frame intervals. In other words, a
frame interval represents the unit of real-time perceivable to
the application. Thus a frame interval constitutes the gran-
ularity of synchronization (“coarse” or “fine”), with things
such as length of the interval and whether the length is
fixed or variable being application dependent (i.e., specified
as part of QOS,,,,,,). A timeout period for the frame in-
terval may be agreed upon among transport entities during
connection setup. The expiry of timeout period signals the
progress of the application from the current interval to the next
interval.

2.3.2. Labeling of Frames: Markers may be used to as-
sociate various points in the data streams with appropriate
synchronization intervals [9]. Accordingly, each synchroniza-
tion interval is marked with a unique sequence number. A
marker thus acts as delimiter (or label) for a collection of
data packets in an interval. The sequence numbers assigned
across multiple data sources may be guaranteed to be unique
by a systemwide algorithm such as assigning global clock
values and prefixing unique source names to locally generated
sequence numbers.

We have thus far described an application-oriented model of
the transport system and data framing. Based on this model, we
now discuss the issues involved in multimedia data delivery.
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III. DATA SKEW PHENOMENON

We assume that the underlying network provides FIFO
delivery (i.c., packets arrive at a destination in the same
sequence in which they were sent from a source), but does
not recover from packet loss. Also in some cases, the network
can only guarantee probabilistic bounds on the packet delay
and packet loss rate specified in QOS,,,, with the delay and
loss variability arising due to stochastic nature of the control
mechanisms internal to the network [7]. With such a network,
data skew can occur in ith interval of an application when data
segments off by one or more intervals arrive in place of those
belonging to ith interval (e.g., data in second channel being
75! instead of %, for some [ > 0). See Fig. 5. In these cases,
the end systems should resort to recovery as required by the
application. We discuss below how the skew arises and how
it affects data delivery.

3.1. Clock Synchronization

A destination may perceive data skews due to asynchrony
of its local clock with respect to the clock at the source, which
may arise due to network delays and/or drifts in the clocks.
In the absence of synchronized clocks, the time interval at a
source (say) may have drifted to a value much larger than that
at the destination. So the latter may persistently miss the last
packet in one or more segments of each frame even though
these packets may well be on their way.

We assume that clocks are synchronized using some form of
an asynchronous protocol between the transport level entities
in the presence of network delays compounded by clock drifts
[10]. Most clock synchronization protocols require the entities
to asynchronously exchange their local clock values through
the network and agree on a common clock value. These
protocols use knowledge of the network delays in reaching
agreement. For instance, a protocol based on the Internet Time
Service Model requires the entities to receive their clock values
from a central time server that maintains a highly stable and
accurate clock and to correct the received clock values by
offsetting the network delays [11]. Details of such protocols
are outside the scope of this paper.

For clock synchronization protocols to function correctly,
it is desirable that the network delay is deterministic, i.e.,
the degree of randomness in the delay is small and the av-
erage delay does not change significantly during execution of
synchronization protocol. Accordingly, the transport protocol
may create a deterministic channel with high loss and delay
sensitivity to exchange clock control information.
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With synchronized clocks, all transport entities perceive the
flow of real-time identically with the aid of frame timeouts.
And any data skew may be perceived only due to delay
variability on data channels.

3.2. Data Slippage

A strong delivery requirement is that a frame presented on
a connection in ith interval is always X*. Suppose an interval
cannot be so completed, say because the data segment of a
channel has not fully arrived yet while that of other channels
have arrived in a timeout period for the frame. In this case, the
interval is skipped without delivering the missing data segment
and the temporal position is advanced to the next interval. We
refer to this as a data slip.

The main reason for data slips is the differential delays
experienced by packets in the frames across various channels.
Suppose D|uyy + d1 and Dlayg + d2 are the actual delays
experienced by the frames on two different channels of the
connection. Then if the differential delay between these frames
|d1 — da| is larger than the frame interval, a slip may occur
between these channels.

3.2.1. Glitches in Data Delivery: A data slip manifests as
the occurrence of a glitch during the presentation of data
frames to the application. A glitch may disrupt data flow in
the corresponding frame interval. The effects of a glitch such
as how the glitch changes user level activities and what the
persistence duration of the glitch is on users are specific to
the application. In an application requiring video delivery for
example, a glitch is observable as a blank image interspersed
in a sequence of picture images on the screen. The effect of the
blank image may persist in the minds of the human viewer for
a few seconds.

3.2.2. Recovery Requirements: If the defaulting channel
has weak delivery requirements, the data of other channels
can be delivered within the limits of acceptable QOS,, 4,5y
Suppose in the TV example, a picture is lost. It is often not
required (and also not feasible) to recover the lost picture.
Either subsequent pictures may be displayed with the audio
segment corresponding to the lost picture discarded or the
audio segment may be delivered along with a re-display of the
picture previous to the lost one [12]. In an example of scientific
visualization that uses graphic images and text descriptions,
the loss of an image may cause the end-system to re-request
the missing image as part of a higher level protocol in the
visualization system and then display the image and text. Thus
in some applications, a segment loss in one channel may cause
data slip in one or more other channels.

In general, if data slip cannot be tolerated, the transport
system generates an exception which causes the connection
to be aborted or reset. Given that an application can tolerate
data slippage to some extent, one needs to specify how to
handle the skewed segments. This may reduce the number of
connection aborts.

3.3. Specifying Tolerance to Skew

We identify the transport attributes (or parameters), indi-
catable in QOS,,,,,p, that characterize the skew tolerance
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Fig. 6. [Ilustration of DV, IGS and IFP.

in the application. These attributes are discussed below (see
Fig. 6).

3.3.1. Divergence Vector: Given that an application is at
ith interval, the constraint is how far apart (or divergent) the
data segments can be separated along the temporal axis and
be still acceptable to the application. This may be specified
by a divergence vector (DV) {I3,13,...,l%} where [} is the
maximum temporal divergence allowed on jth channel, given
in terms of the number of intervals (0, 1,2, . . .). In other words,

the range of acceptable data values are [z;,m;‘lj ] and hence
data slip within this range can be tolerated. A vector with
only 0’s indicates the strongest constraint while that with larger
divergence values indicate weaker constraints. The choice of lj-
may be based on loss/delay sensitivity of data on jth channel:
higher the loss/delay sensitivity, lower the l;'- and viceversa. In
digital TV for example, DV can be {3,2} assuming that the
user can tolerate up to three consecutive picture loss on the
video channel and sound loss for a duration of 0.067 s on the
audio channel.

3.3.2. Inter-glitch Spacing: A minimum acceptable spac-
ing between two consecutive glitches, given in terms of the
number of intervals 0,1,2,..., is also specified for each
channel. The inter-glitch spacing (IGS) is related to the
persistence level of a glitch in the application, i.c, how long
the effects of a glitch linger on in the application. In the TV
example, the human viewer can tolerate glitches occuring no
more frequently than 1 in 300 pictures (say), i.e., IGS = 300.
The IGS is specified as a vector with one entry for each
channel in the connection.

3.3.3. Inter-frame Pause: An application can tolerate cer-
tain amount of pause in the flow of real-time when the
application advances from the current sth temporal interval
to the next (i + 1)th interval. The maximum length of the
pause period measured in real-time between successive frame
intervals in a channel is referred to as inter-frame pause (IFP).
In the TV example, the IFP can be as high as 5 ms before the
human viewer starts perceiving a chatter in the successive play
of pictures on the screen. The concept of IFP can be illustrated
with a “virtual clock” that indicates passage of time in the
application after nullifying the effects of intervening pauses
between frames.

Thus we attempt to characterize user tolerance to skewed
data segments in terms of divergence vector, inter-glitch
spacing and inter-frame pause, specifiable in the QOS,,.,,,,,-
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3.4. Cross-Channel Slips

In certain applications, complex inter-media relationships
concerning data slips may also exist. For instance, simulata-
neous data slips in multiple channels may not be tolerated
by the application even though the slips may individually be
within the specified divergence limits, such as segment loss
being acceptable in voice or text channels but not in both.
In the example of scientific visualization, a loss in the image
channel can affect the text channel. This may require capturing
the interactions among various channels of the connection.
These relationships can also be specified in QOS,,4nsp» 52Y,
using AND, OR, and NOR connectives on the transport
attributes DV, IGS, and IFP. Studying the effects of data skew
in a variety of applications to ascertain the adequacy of these
attributes in specifying the skew compensation requirements
is a future research issue.

We now describe how the QOS,,,,,, parameters may be
used in the transport level protocol.

IV. GENERATING DELAY
SPECIFICATIONS FROM TRANSPORT QOS

The parameters specified in QOStmm,p are used in two

ways in the transport system:

1) to map the parameters into a specification of the delay
behavior required of the network; such a specification
will be encapsulated in QOS,,., at connection setup;

2) to perform compensatory actions to handle slips that
may occur during protocol execution; this is needed to
maintain the connection at acceptable level of quality.

These functions are incorporated as distinct components in the
transport protocol. This section describes 1) while Section V
describes 2).

As discussed in Section 3.3, the skew tolerance information
specified by the application at the transport layer interface is
given by

QOS,,4nsp = {DV,IGS,IFP}.

The transport protocol maps this information to the acceptable
delay variations for each channel, specifiable in QOS,,_,
during connection setup. We derive this mapping below.
Consider a data stream transported on two different channels
X and Y of a connection, synchronized at ith frame interval.

4.1. Delay Rate

If packets in channel X experience a fixed delay and if §
is the additional delay for each packet in channel Y relative
to that in channel X, then the skew in the arrival of (i + 1)th
frame on channel is given by (Npke * (Npk: + 1) * §)/2 where
Nyt is the number of packets in a frame. This skew should be
within the limits of acceptable divergence between channels
X and Y to avoid connection aborts, as shown by the relation
(Npke * (Npke + 1) x 6)/2 < DV + T, where T is the frame
interval. If g is the rate at which packets are generated at the
source, then the rate of change of delay in channel Y that
induces a differential delay of 6 is given by dD/dt = g 6.
From these relations, the allowed values of the maximum
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acceptable rate of change in delay speciable in QOS,,,, may
be given by

dDg 2xDVxTxg

< 1
| dt Imax < Npit * (Npre + 1). @

In a video application for instance, DV = 3, T = 33.5% 1073,
Npie = 480, g = 14400. So the QOS,,., can indicate a value
of |[dDq/dt|max < 12.5 % 1073, An average acceptable rate
of change in delay |dDg/dt|,», may also be specified, with
a value less than |dDg/dt|pax.

4.2. Maximum Delay

Suppose the delay in the channels of a connection are
randomly distributed in the range [0,«]. Then* o indicates the
maximum differential delay possible between channels X and
Y. This delay should be within the divergence limits to avoid
connection aborts, as indicated by the relation Npwe ¥ a0 <
DV x T. So the allowed values of the maximum acceptable
delay speciable in QOS, ., may be given by

— DVxT
DQ:max S N, . (2)
pkt

For the previous example of video application, Dg.pax = 0.2
ms.

4.3. Average Delay

Suppose S is the average of the delay, where 0 < 3 < a.
The parameter (oo — 3) is an indication of how frequent the
differential delay between channels X and Y reaches a, and
hence the rate of slip occurrence. Assuming that the network
delays are symmetrically distributed around (3, we can assume
a linear relationship between the average slip rate S and
(a — B) in the form

S = Spax — S‘:X * (e — 2% B)], 3)

where Smayx is the slip rate when « is set at 3/2. To avoid
connection aborts, it is necessary that

1
SSIGS*T‘ )

Combining the relations (3) and (4), we obtain |1-2x(8/a)| >
1 - 1/(IGS % T % Spax). Suppose Spax = 2 and IGS = 300
in the earlier example of video application. Then we have
1 — 2% (8/a)] > 0.95. For Spayx 0.5 and 0.2, we have
|1 — 2% (8/a)| > 0.801 and 0.503 respectively.

After choosing a value of a to be specified as Dg.max, an
appropriate value of 3 may be chosen satisfying the above
relation for specification as Dg.qvg in QOS,,.;. For Dg.max =
0.2, EQ:avg = 0.1801 (or) 0.0199 indicating that the delays are
more accentuated toward Dg.max and toward 0.0 respectively.

4 A more general analysis specifying a delay range [a1, ag] where aq, a2 >
0 will basically be the same as our present analysis.
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4.4. Some Observations on the Mapping

As can be seen, the mapping that projects the DV and
IGS into (Dg.maxs DQ:avg) is to specify the desired degree
of randomness in the delay behavior of the network, while
the projection into |[dD¢/dt|max is to specify the degree of
change in average delays in the network.

As mentioned in Section 2.4, the parameters Dg:maxs
EQ:QW and |dﬁQ /dt| max specify the boundary conditions on
the delay behavior of the network. However, it is quite likely
that the conditions are often enforced probabilistically by the
network, depending on G(D) and how faithfully the network
is able to enforce the delay constraints on the channels in a
sustained manner. The situations where the exceeding of the
boundary conditions causes unacceptable slips potentially lead
to connection aborts by the protocol.

Given the probabilistic nature of the delay guarantees, data
slips may occur now and then in various channels. With
a conservative choice of the parameter values in QOS,
whereby the values are chosen to be well below the allowed
limits (such asDg.max = (0.5 * DV % T')/Nppe), the extent
of data slippage may be less. With an optimistic choice of
parameter values however, i.e, choosing values close to or
above the allowed limits, the extent of slippage may be high.
In any case, it is necessary for the transport protocol to recover
from data slips, i.e , take compensatory actions in the presence
of missing data segments.

V. SKEwW COMPENSATION MECHANISMS

We describe how the protocol uses the DV, IGS, and IFP
to recover from data slips that may occur during execution.

Consider the ith interval. The normal case is the arrival of
frame X' completely—as indicated by (i + 1)** frame be-
ginning to arrive—before frame timeout. Suppose the timeout
expires, indicating a data skew. The recovery for jth channel
is as below (see Fig. 7).

5.1. Frame Interpolation

The following recovery is enabled only if the most recent
data slip (if any) occurred farther than the IGS. This is
ascertainable by keeping a count of the number segments
delivered since the last slip.

lj— = 0: The connection is aborted since data slip cannot be
tolerated (e.g., as in compressed video).

Ii > 1: The complete segment is not available.’ So the
most recent segment in the range [{ — 1,4 — l;], available in
a replay buffer, may replace the incomplete one for delivery
as ith segment.

When intermedia realtionships exist, the frame interpolation
involves an analysis of the channel interactions, as specifiable
in QOS,;,,,sp, before replacing a segment. The segment
level interpolation is a generalized mechanism for multimedia
transport, though specific variants of this mechanism have been
used elsewhere for packetized voice transport [13].

5 A packet loss in the network may be treated as a loss of the segment to
which the packet belongs.
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Fig. 7. Tllustration of frame recovery and data slip.

5.2. Handling of Persistent Slippage

A frequent data slip on jth channel indicates persistent
packet loss and/or delay in the path through which the channel
is routed. In this case, the destination can feedback a request
to the source to re-establish this channel with tighter bounds
on the delay and loss rate.

Re-establishing a data channel amounts to modifying the
bounds on the delay and/or loss rate specified in the QOS,,,
earlier for the channel. The glitch due to this activity may be
more noticable to the application than that due to infrequent
data slips. A failure to re-establish the channel forces the end
systems to abort the channel. If the application mandates the
presence of the channel to retain the entire connection, the
channel abort results in aborting the connection. Otherwise,
the application may continue with the remaining channels in
the connection (graceful degradation) [3]. In video telephone
for example, failure of the video channel may allow the
conversation to continue with the audio.

5.3. Advancing to Next Temporal Interval

After so completing the ith interval, the temporal position
is advanced to the (¢ + 1)th interval by restarting the frame
timeout, retaining the segments in the range [i,i + 1 —
l;]V]:1‘27...,J‘V' in the replay buffer and delivering the data. Any
subsequently arriving packet which belongs to ith interval is
retained for a possible playout in the (i + 1)th interval if the
frame for the latter interval does not arrive.

For noncontinuous media applications (e.g., graphics and
text in catalogue browsing), the next frame timeout may not
be known a priori. In such cases, the arrival of the next frame
starts off the (¢ + 1)th interval.

5.4. Control of Frame Timeouts

The inter-frame pause IFP specified in QOS,,,,, can be
used to compensate for the clock drift between the source and
destination by controlling the frame timeout at the destination.
If the network delay decreases, packets in a frame arrive
before the frame interval times out. In this case, the play
out period specified in QOS,,,,,, can be met. If, on the
other hand, the network delay increases, the destination frame
interval times out before all packets in that frame arrive.
In this case, the probability that subsequent frames would
also miss the frame time intervals increases. So delaying the
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starting point for the next frame timeout by an appropriate
compensatory period increases probability that subsequent
frames are received within their frame intervals. The shift in
the starting point of frame intervals can be based on some
policy, subject to the limits imposed by IFP. Two possible
policies that we suggest are below.

Policy 1: After observing K slips, shift the starting point
of frame intervals by an amount equal to the average of these
slip periods. The average value should be less than the IFP.

Policy 2: An extra margin is added to the average shift
generated in Policy 1. This combined value of the shift should
be less than the IFP.

One may intuitively observe that Policy 2 may result in
less number of slips than Policy 1 because of the additional
margin introduced in the timer shift. However, Policy 2 may
cause more delay in frame playouts at destinations.

5.5. Effects of Network Characteristics
on Transport Level Recovery

With deterministic guarantees on channel delays and ap-
propriate choice of maximum and average delay values, data
slippage may never cause the transport connection to be
aborted. With probabilistic guarantees however, connection
aborts may occur because the possibility of slips beyond the
limits specified by DV and IGS still exists. In cases where the
network does not accept the QOS,,., specified at connection
setup, the transport system may reconfigure by specifying a
QOS,,; value for degraded service if possible. This minimizes
the possibility of connection aborts.

We now describe simulation studies to evaluate the protocol
described thus far in various sections.

VI. EVALUATION MODEL FOR TRANSPORT PROTOCOL

This section discusses i) how the functional feasibility of
the transport model in the presence of random network delays
and losses can be studied, and ii) how the effectiveness of the
protocol mechanisms can be analyzed. An actual building of
the proposed transport system itself is planned as future work.

6.1. Protocol Execution Model

Since each of the data streams in a multimedia information
is transportable independently, the end system protocol han-
dling the streams is decomposable into separate modules. In
each temporal interval, these modules communicate with one
another to execute the synchronization protocol. See Fig. 8.

At a source, the media decomposer module distributes each
data stream to a media dispatcher module that sends the data
over the corresponding channel.

The media decomposer also generates the control infor-
mation for transport over a separate synchronization channel.
At a destination, the media receiver modules field the data
streams to the media composer module. The latter composes
the data streams for delivery to the destination as per the delay
constraints carried in the synchronization channel.®

6As may be seen, there is potential for parallelism in copying of data

streams between the transport/application buffers and the network channels
and in evaluation of data delay constraints.
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Fig. 8. Execution model of multimedia transport protocol.

6.2. Simulation of Protocol Execution

The execution model of the protocol is embedded into
various simulation nodes, with each node implementing a
functional module. The inter-process communication among
various modules and network activities are realized as pro-
cessing of discrete events flowing across simulation nodes.
Packet delay in the network is simulated by increasing the
simulation time stamp of a scheduled packet arrival at media
receivers by the delay value. A packet loss is simulated by
not queueing the packet arrival event at media receivers.

The source module simulates the generation of data into
the transport buffer at the rates specified for each media. The
media decomposer segments data in the buffer and enqueues
events carrying these segments to media dispatchers. The
segments are affixed with segment sequence numbers and
media type information. A media dispatcher receives events
from the media decomposer indicating the availability of
segments. Depending on the media type, the media dispatcher
forward the events to the network module which simulates
the packet level delay characteristics of the channel for that
media. The media dispatchers also receive timeout events
from a timer module after every frame interval, upon which
it increments the frame number affixed to each segment.

A media receiver stores the incoming packets belonging to
a segment and ascertains if any packets are missing. It then
notifies the media composer about the arrival of a segment,
along with an indication of the number of packets lost in
the segment, if any. Upon receiving a command from the
media composer, a media receiver copies the segment to the
destination. Upon receiving a segment arrival notification, the
media composer updates its tables keeping track of segment
notifications in a frame interval. It also receives timeout events
from the timer after every frame interval, upon which it sends
a command to all the media receivers to copy the segments
belonging to the frame number to the destination module.

6.3. Network as a Random Delay Element

For our purpose of simulation, the network is modeled as a
“black box” that introduces random delays on the packets pass-
ing through it. The model basically attempts to approximate
the actual delay behavior of the network in the normal ranges
of operation. The stochastic nature of the delay behavior can
be due to a variety of reasons such as traffic flows through
the network, network internal buffer management and delay
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control policies adopted by the network. Since it is outside the
scope of this paper to study such behavior, we have taken the
“black box” approach.

The actual delay behavior of a network may be cap-
tured by nonlinear stochastic models involving the variables
{D,dD/dt,d*D/d?,...} [6], where each variable is associ-
ated with a pair of values (maximum,average). In many cases,
the models are too complex to derive a concise representation
of the delay behavior that is required in the simulation. So we
approximate the delay behavior with simple stochastic models
involving D and dD/dt.

Given a steady stream of packets, the delay D is controlled
to vary slowly in relation to the inter-packet arrival rate. In
other words, successive packets in a steady stream experience
less variation in delay in comparison to packets spaced further
apart. The desired rate of variation of delay is incorporated in a
mathematical function in the simulation. Different delay func-
tions model different network behaviors. The delay function
used in the simulation includes the following:

+ dD/dt = 0, i.e., constant delay network;

« dD/dt = C(> 0), ie., ramp delay network with rate

ON-OFF control;

» dD/dt + k1D = ky (k1,ka < 0), i.e., first order delay

network with rate ON-OFF control.

The bounds of the delay average are also controllable in
the simulation so that any desired network delay behavior
can be achieved by incorporating higher order variations in
the mathematical functions. How these delay functions are
incorporated in the simulation [14] is beyond the scope of
this paper.

6.4. Performance Indexes

To simplify the performance studies, we assume that each
station generates the following traffic types: video, audio, and
text data. We categorize performance indexes into two types:
those that are perceptible at the application level and those
that reflect the protocol execution behavior. Note however
that there is a strong correlation between the two sets of
performance indexes.

6.4.1. Indexes for Application Perceivable Performance:

1) Slip factor = Ratio of the number of slips in an observa-
tion interval to the number of frames exchanged in this
interval (expressed as a percentage)

2) Interslip spacing = Average number of frames exchanged
between two succesive slips in the observation interval

3) Slip range = Average number of frames missed in a slip

A smaller value of the slip factor, a larger value of inter-slip
spacing and a smaller value of the slip range are indicative
of good protocol performance. These indices are studied
against |dD/dt|max for each of the networks, namely, constant
delay, ramp delay and first order delay networks. Each of
the networks was studied with the policy 1 and policy 2 to
control the frame timeouts,viz., shifting the receiver clock by
the average of observed delay in the frame misses over the
last K frames (K = 3), and shifting the clock by the observed
delay and an extra margin limited by the application specified
IFP (= 2 ms).

Slip factor

dD/dT x 1073

Slip range
policy 1
140 = Poliey 3
120 — —
1.00
0.80 — —
0.60 — —
‘ dD/dT x 1073

200.00
@

Fig. 9. Application level performance indexes. (a) On first-order networks.

Index for Protocol Execution: This index describes the ex-
ecution behavior of the protocol by providing timing profile
of the relevant components, and is given by “AT(t)” which is
the cumulative adjustment (or shift) to the timer value at time
“t” since the start of execution. The AT(t) is a monotonically
increasing function of “t.” This is because a compensatory
shift in the frame timeout intervals is absorbed into the “virtual
clock” in the application, and hence any further compensation
is considered by the applications as a fresh shift introduced
by the transport protocol. The AT(t) establishes a timing
relationship between the delay behavior of the network and
the slips seen by the application.

The following section discusses the simulation environment
and the performance results.

VII. SIMULATION STUDY

Simulation studies were performed on Sun Sparc worksta-
tions using a simulation testbed, called REAL, developed at
the University of California [15].

7.1. Simulation environment

The scope of the simulation is to evaluate the skew com-
pensation part of the protocol. The protocol parameters were
chosen as: IFP = 2 ms, K = 3, T = 33.5ms, corresponding
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Fig. 9. Application level performance indexes. (b) On ramp delay networks.

to a video channel. The delay in the network is uniformly
distributed around the chosen average delay values. Function-
ality testing of the protocol was done to validate the recovery
components such as frame interpolation and clock shift, media
synchronization and connection aborts.

The simulation is aimed at exercising the protocol under
strenuous delay behaviors of the network. For this, we choose
Dinax and |dD/ dt|max to be much larger than DQ ‘max and
|dD g/ dt|max, namely by a factor of 20-50. For instance, the
normal operating range for a video channel is given by DQ ‘max
=0.2ms, Dg.aug = 0.18 ms, and |dDg /dt|max = 12.5%1073.
Besides testing the protocol in this region, we increased D,
and [dD/dt|max to the ranges of 5-12 ms and 100— 40010~ 3

Testing the protocol under strenuous conditions requires that
the connection abort mechanisms be turned OFF in the simula-
tion so that the slip phenomenon can be observed without any
interference. In other words, even though the conditions that
cause a connection abort arise during execution, the protocol
was not aborted to enable uninterrupted monitoring of the
slip behavior. We believe that such a worst case testing of
the protocol is necessary in validating the protocol under
different networks exhibiting a variety of delay behaviors such
as providing deterministic and random delay channels.

The simulation results are presented in the form of graphs
depicting the application level performance indices in Fig. 9
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Fig. 9. Application level performance indexes. (c) On constant delay networks.

and the protocol execution indexes in Figs. 10~12. The former
indexes are studied as to how they vary with dD/dt, while
the latter indexes are given in the form of timing behaviors
during specific execution instance of the protocol. The results
are analyzed below.

7.2. Observations on Application Level Effects

As can be observed in Fig. 9, the slip factor increases with
dD/dt, and saturates as dD/dt increases beyond a certain
value. The rate of increase is higher with Policy 1 than with
Policy 2. The reason is that Policy 2 provides an extra cushion
in shifting the timer starting point, which in turn reduces the
probability of slips in subsequent frame intervals. The inter-
slip spacing decreases as dD/dt increases since the packets
experience more delay variation, which in turn results in an
increased probability of a packet belonging to a frame not
arriving in the frame interval. For the same reason discussed
earlier, the Policy 2 results in larger interslip spacing than
the Policy 1. The slip range remains almost at 1.0 in the
observation interval. However, we expect that as dD/dt is
increased to a larger value, slip ranges beyond 1.0 are likely
to occur.

The actual delay behavior assumed in the network also
influences the application level performance, as can be seen



584 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 5, NO. 4, AUGUST 1993

I
D x 10-in microsec

m [
10.00 —

500 —
| | | ! | | “Time in sec
0.00 2.00 4.00 6.00 8.00 10.00
Delta_T x 103n microsec
T ¥ ’ policy 1
1000 - — By 2
|
5.00 — —wl
|
0.00 = 1 ! L L L= Time in sec
0.00 2.00 4.00 6.00 8.00 10.00
Slip occurence
= " = policy 1
‘ Ipolicy 2
- gl
= J
| ‘ i
— i ; = Time in sec
0.00 2.00 4.00 6.00 8.00 10.00

Fig. 10. Protocol execution profile on first-order delay networks.

by comparing the performance indexes in the case of constant,
ramp and first delay networks. For instance, the minimum
value of inter-slip spacing (with Policy 2) is about 20 frames
on constant delay networks and 13 frames on ramp delay
networks in the extreme ranges of protocol operations, i.e,
0.1 < dD/dt < 0.4 The reason is that the delay variation is
more in ramp delay networks, thereby resulting in a lower
value of the minimum inter-slip spacing. At lower values
of dD/dt, however, the inter-slip spacing is higher in ramp
delay networks. Over the range of dD/dt simulated, the slip
factor increases from 2% to 8% with dD/dt in constant
delay network while the slip factor remains more or less
unchanged at 6% and at 0.1% in ramp delay and first-
order networks respectively. With first-order delay network
behavior, however, the inter-slip spacing remains large (x
350) and slip factor is small (= 0.1) over a wide range of
|dD / dt|max, implying that the protocol is able to sustain more
delay variation in these networks because of slower changes
inherent in first order delay behavior.

These observations substantiate or premise that it is the
delay variability and not the absolute delays in networks that
affects media synchronization in a significant manner.

To analyze the results from an application perspective,
consider the example of digital TV. The inter-slip spacing
is observed to vary roughly between 300—400 frames. We
expect that with protocol optimizations such as using previ-
ous segments from the replay buffer, the performance will
improve.

7.3. Observations on Protocol Execution Behavior

As can be seen from the AT(t) curves in Figs. 10-12, the
protocol that incorporates Policy 2 has its AT(t) tracking the
D(t) curve more closely. This is due to the incorporation of
an additional cushion in the timer shifts for delay compensa-
tion. As can be seen from the corresponding timing of slip
occurences, the Policy 2 results in less number of slips.

The ability of the protocol to track a given change in
D(t) is an indication of the effectiveness of the protocol in
preventing the delays from affecting the application in the
form of slips. So large changes in D(t) in a given interval,
when accompanied by significant changes in AT(t), result
in reduced number of slips. Accordingly, Policy 2 provides
a better tracking ability than Policy 1, and correspondingly
results in a better application level performance.

At start, AT(t) begins to track the D(t) and then settles
down at a higher value. The transients indicate the behavior of
a “first-order control system” with slower settling time. Policy
2 results in a faster settling time because the extra cushion
allowed in the timer shift provides a better response to changes
in D(t). During both the startup transients and the transients
that occur later, the slips occur more frequently than the case
when there are no transients.

The effects of the delay behavior assumed in the network
can be seen by comparing the graphs in Figs.10-12. With
constant delay networks, the startup transients persist for a
longer duration (= 2 s) than with ramp delay networks (=~ 0.5
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Fig. 10. Protocol execution profile on first-order delay networks.

s) and with first order delay networks (= 0.25 s). The reason
is that the larger delay variability in ramp delay and first-order
delay networks trigger the delay compensatory mechanisms in
the protocol sooner than with constant delay network, which
results in faster settling time. In all types of networks, Policy
2 performs uniformly better than Policy 1 as expected.

In a sample application such as digital TV, the startup tran-
sients may cause frequent glitches in reception of video/audio
before the system settles down to a glitch-free reception. The
initial glitches may persist between 0.25 to 0.5 s.

VIII. RELATED WORKS

Many network level models developed for high-speed com-
munications [2), [16] basically propose enforcing deterministic
delays in a network. Such a network is a special case of
deterministic channels with D,y ~ Dumax and dDgy,/dt = 0
in terms of our characterization of networks. With these tight
delay guarantees by the network, providing clock synchro-
nization in the transport layer is sufficient for multimedia
synchronization because all the media data packets sent on
deterministic channels experience fixed and nonrandom delays,
thereby arriving at destinations for play at the scheduled points
in real-time. Thus synchronization support may be viewed as
implicitly built into the network.

Since the above models normally treat data with different
synchronization requirements in the same way, the delay
constraints on the network can be a overkill (i.e., more

than necessary) for applications that inherently exhibit weaker
synchronization requirements. For instance, the network acts
as a “perfect delay line” for both continuous and bursty data
streams. In contrast, our approach is more flexible in that it
allows QOS,,,,, to be systematically exploited to relax the
delay constraints on the network to varying levels, with strong
synchronization, viz., DV = 0 and IGS — o0, being only an
extreme case.

Some works propose network models that are capable of
providing deterministic and probabilistic channels with differ-
ent delay parameters [7], [17], [18]. These works basically
deal with how various delay constraints can be enforced in
the network, but they do not deal with the multimedia syn-
chronization problem per se. In our view, our synchronization
protocols may be realized as transport level protocols on top
of these networks.

The multimedia synchronization protocol described in [19]
is basically derived from a specification of the temporal
relationships between multiple data streams. In comparison
to this work, our protocols are at a lower level in that they
rely on a systematic use of the information on skew tolerance
in the application which, in itself, may be derived from
the information on how strong the different media data are
temporally related.

The work in {12] demarcates data synchronization semantics
from data transport semantics and deals with the former by
describing temporal relationships among data at a higher level.
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The work in [20] proposes an architecture in which distributed
applications interface with the transport system through a set of
synchronization operations. However, both these works do not
deal with the protocol issues, viz., the effects of packet delay
and/or loss on synchronization, are not directly addressed. In
contrast, our work deals with the protocol mechanisms in the
transport system for synchronization.

IX. CONCLUSIONS

The paper described protocols for delivering multimedia
data streams at destinations, typically through a high-speed
network, with the streams synchronized in real-time in the
presence of network induced delays. The basic premise in
our approach is that the user level transport system takes the
burden of synchronization instead of the network, which intro-
duces efficiency and flexibility in the data transport protocols.

The synchronization problem is to maintain the required
association between multimedia data across various streams
in real-time. Our solution to the problem requires framing of
data streams whereby various data units in the streams, i.e.,
data segments, deliverable simultaneously to the user need
to be identified (“lip-sync”). The notion of simultaneity in
data delivery is meaningful only to the application in that
the latter determines: i) the length of a data frame, and ii)
how far a data segment in a frame can be skewed in time in
relation to other segments and still be acceptable for delivery.
Furthermore, the acceptability of previous segments in the
place of a current expected segment that does not arrive in the
stipulated time manifests as a skew tolerance in the application.
The skew tolerance is related to the real-time persistence levels
of data in the application, and is derivable from the temporal
relationships among data streams inherent in the application.
The skew tolerance is systematically exploited in the data
transport protocols to effectively compensate for the network
induced delay and/or loss during transport.

Basically, the temporal axis of an application is segmented
into intervals where each interval is a unit of synchronization
and holds a data frame. Simultaneous data delivery involves
delivering all data segments belonging to an interval within a
certain real-time delay. A data segment basically depicts an
application-specifiable granularity of data, often realizable as
a sequence of packets exchanged through the network. The
skew tolerance in the application is translated into relaxing
the strong packet level delay constraints that otherwise need
to be imposed on the network. The weaker delay constraints
manifest in putting less demand on network internal resources
such as allocation of packet buffers and assignment packet
scheduling priority.

Using the above approach, the paper described protocols
for synchronized data delivery, meeting application specific
real-time constraints (e.g., digital TV, scientific visualization,
industrial control systems) in the presence of data loss/delay
in the network. Specific parameters that describe the skew
tolerence in applications were identified as transport level QOS
requirements, and procedures to generate delay constraints on
the network from the QOS parameters were described. The
paper also studied the viability of the protocols by function-

ality testing in various delay situations and by performance
evaluation using specific skew measures. The study is based
on simulating the protocol execution for typical applications
that use audio/video, both under normal and extreme delay
behaviors exhibited by the network.

The contribution of the paper is in formulating a canonical
and unified data transport model that provides delay compen-
sation during delivery of multimedia data streams. We believe
that the application specific handling of skew in the model
increases flexibility and efficiency of data transport. Higher
level synchronization protocols such as temporal ordering of
data segments [5], [19] may execute on top of the services
provided by the transport model.

In summary, we believe that the research described in the
paper will shed useful insight into the evolving application
technologies for broadband ISDN and metropolitan networks.
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