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Abstract: Zonal analysis in geographic information systems is a useful and convenient tool to study the accuracy of the digital elevation
model (DEM) in terms of topographic complexity, which is defined in this paper as the change in terrain slope or slope change. The
accuracy of the U.S. Geological Survey 1-degree DEM over two test areas is studied by comparing it with the USGS 7.5-min DEM. The
statistical quantities of the DEM errors are studied and modeled using various mathematical functions. It is shown that the standarc
deviation of the 1-degree DEM can be largely approximated with a linear function of the slope change, while its minimum and maximum
errors remain almost unchanged and occur in all slope change zones as a behavior independent of the terrain complexity.
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Introduction calculate the three dimensionéD) coordinates of the topo-
graphic surface. Further filtering operations are needed to obtain

At least two nationwide raster DEM®igital Elevation Mode ) . . -
MDig ) the bare ground elevation by removing vegetation and buildings

are available in the United States. One is at a spatial resolution of 2 .
P in the original lidar dataFowler 200].

3 arc seconds; the other is at 30 m. Because the former is cata- h litv is of ) ; d for both
logued according to the 1-degree 1:250,000 topographic quads, it The DEM quality s of a primary interest and concern for bot

is also often called a 1-degree DEM. For the same reason, the?EM Producers and users and has been studied by a number of
latter is called a 7.5-min DEM, because it is catalogued based on2Uthors in the past years. Brown and B&t894 report on the
the 7.5-min topographic quad§/SGS 1998 Both DEMs cover existence of sys'Fematlp errors in the 7.5_-m|n DEM. _The accuracy
the entire United States and are made available for free to the©f the DEM and its derivative topographic characteristics, such as
public. slope and aspect, are studied by Bolstad and Sta®84. Gar-
Different methods have been used to collect DEMs in the Precht and Stark&1999 report on an unsuccessful utilization of
United States. One common method is photogrammetry, which the 7.5-min DEM for drainage analysis due to its insufficient
has been primarily used to collect 7.5-min DEM. This was carried duality. Guth(1999 reports that the contour lines of topographic
out in three operational modeét) using automatic photogram- ~ Maps used to generate a DEM may have an impsot called
metric equipment, e.g., Gestalt Photo Mapp@r;manually pro- ghost line or ghost effegtn the resultant DEM. Reg2000 uses
filing the stereoscopic model; an@) interpolating the stereo-  the semivariogram to study the theoretical accuracy of DEM in-
scopically traced contours. Another method is to digitize contour terpolation under certain assumptions. Farrington and Shan
lines from topographic and/or hydrographic maps. This method (2001 report on the quality of the DEMs over most of the state of
has been used to collect both the 1-degree and 7.5-min DEMs andndiana and observe abnormal processing effects, including blun-
remains the current DEM collection method in the U.S. Geologi- ders, border misalignment, horizontal shift, striping, as well as
cal Survey(USGS. In recent years, lidatlight detection and ghost lines. Daniel and Tenna(®001) describe the factors that
ranging technology has become popular for elevation data col- affect DEM quality and present a thorough comparison between
lection. It transmits laser pulses to the ground and measures theiphotogrammetry and lidar for DEM generation.
two-way travel time to obtain the distance to the ground. Using ~ Unlike the aforementioned existing studies, this research
the onboard global positioning systé@PS receiver and inertial ~ looked at the relationship between the DEM's accuracy and the
navigation systeniiNS), the post-processing operation will then topographic complexity. Both the 1-degree and 7.5-min DEMs
over two areas in Indiana are used for this study. Because the
Iassistant Professor, School of Civil Engineering, Geomatics NOminal accuracystandard deviation of 7.5 jmof the 7.5-min
Engineering, Purdue Univ., West Lafayette, IN 47907-1284. E-mail: DEM is much higher than the nominal accurdsyandard devia-

jshan@ecn.purdue.edu tion of 30 m of the 1-degree DEMUSGS 1998 the former is
’Research Assistant, School of Civil Engineering, Geomatics used as a reference or “ground truth” in this study. This selection
Engineering, Purdue Univ., West Lafayette, IN 47907-1284. of the ground truth is also made because the 7.5-min DEM is the

°Research Assistant, School of Civil Engineering, Geomatics most popular and accurate available DEM over the entire country.
Engineering, Purdue Univ., West Lafayette, IN 47907-1284. _To facilitate our study, we first define the slope change or curva-

Note. Discussion open until October 1, 2003. Separate diSCUSSIONSy o of the terrain as the topographic complexity measure. Then,
must be submitted for individual papers. To extend the closing date by the DEMs over the entire study areas are classified into seferal

one month, a written request must be filed with the ASCE Managing _, . . .
Editor. The manuscript for this paper was submitted for review and pos- thiS study 5 or §zones according to the magnitudes of the slope

sible publication on January 30, 2002; approved on May 18, 2002. This change. All DEM (_33”3, regar(_iless of their a_djacency, whose slope
paper is part of thdournal of Surveying EngineeringVol. 129, No. 2, changes are within a predefined range, will form one zone. The
May 1, 2003. ©ASCE, ISSN 0733-9453/2003/2-85-89/$18.00. statistical quantities, including minimum, maximum, mean, and
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Fig. 2. Flowchart of the study approach

Fig. 1. Terrain and its complexity7.5-min DEM). The graphics are
shade coded in such a way that the darker the shade, the larger the
values,(a) flat area;(b) rough area

standard deviation of the elevation differences between the inter- 1271
polated 1-degree DEM and the 7.5-min DEM are then studied

according to the slope change zones. In addition, we used various
forms of mathematical expressions to approximate the error trend

of the 1-degree DEM.

meters

Approach and DEM Data L

0614
It has long been known that the accuracy of elevation data col-
lection as well as interpolation is affected by topographic com-

plexity (Burrough and McDonnell 1998 In order to quantita-
tively characterize the terrain complexity, we introduced the slope

03

change or curvature as the measure of terrain complexity. Assume
a quadratic surface with its coordinate origin at the DEM cell to
be studied being used to approximate the local topography. The
surface takes the forrfzevenbergen and Thorne 1987

Z=aX2Y2+bX2Y+cXY2+dX2+eY2+ fXY+gX+hY+i
)
where Z=the elevation; X,Y) are the planimetric coordinates;
and a,b,...i are the coefficients of the quadratic polynomial.

meters

131

Table 1. Zone Definition and Slope Change
Flat Area

Rough Area 121

Zone Number Slope change rangeNumber Slope change range

1
m>
L E
W
N

a. Slope change zone, flat area

number of cells (degree/100 m  of cells (degree/100 m

0-0.4 0-0.5

34,216 5,129

114

14,863
2,828
1,250
1,107

0.4-0.7 0.5-1.0
0.7-1.0 1.0-15
1.0-1.3 15-2.0
1.3-55 2.0-25
— 2.5-55

32,607

13,481
4,972
1,934

1,118
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b. Slope change zone, rough area

Fig. 3. Standard deviation between the IDW and spline derived
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Fig. 5. Statistics of the IDW interpolated DEM

Fig. 4. Standard deviation of the refined 1-degree DEM comparing
to the 7.5-min DEM

The 1-degree DEM needs to be refined to a 30-m spatial reso-
lution to be compared to the 7.5-min DEM. This can be done by

These coefficients are calculated with the elevations inx@ 3  €ither resampling or interpolation. Both methods are implemented

window at the DEM cell to be studied. The slope change or cur- In this study. Common resampling methods used are nearest
vatureAs is defined as neighbor(NN), bilinear resamplingBL ), and bicubic resampling

(BC). Two interpolation methods, the inverse distance weighting
927 927 (IDW) anq spline function with both regular and tension con-
—+ _2) ) s_tralnts(Mltasova and H_oflerkr_;\, 199(_hre used for the |nterpolf':1-
axXs oY tion. Twelve nearest neighboring points are selected for the inter-

When the quadratic expression Efj) is used to approximate the polation calculation. With these methods, tpeojected 1-degree

local topography, the slope change in E2). can then be calcu- DEM is refined from an 82 m to a 30 m spatial resolution DEM,
lated with the following equation: which is then compared with the 7.5-min DEM. Because the 7.5-

min DEM has a nominal elevation standard deviation of 7.5 m, it

As=2(d+e) 3) is us.ed as a grpund truth to eva}lugte the 1-degree DEM th_at has a
nominal elevation standard deviation of 30 m. The study will then

For the convenience of this analysis, the slope change takes thenalyze the differences of those two DEMSs, i.e., the elevation

ss=|

unit of degrees per hundred meters. errors of the 1-degree DEM or its derivatives relative to the 7.5-
One flat area in northern Indiana and one rough area in themin DEM.
southern part of the state, each covering abot8 848 knt), are The DEM errors are studied in terms of refinement methods

selected for this study. Fig. 1 shows the elevation, slope, and(resampling methods and interpolation methaaisd terrain com-
slope change obtained from the 7.5-min DEM for the two test plexity characterized by the slope change. To facilitate the study,
areas. The original spatial resolution of the 1-degree DEM and a GIS analysis approach called zonal analysis is utilized. First, the
7.5-min DEM are 3 arc seconds and 30 m, respectively. For com- slope changes are calculated using Edjs-(3) and then they are
parison and analysis purposes the 1-degree DEM is projectedclassified into five or six classes, respectively, for flat and rough
from the geographic coordinate system to UTWhiversal Trans- areas. All the DEM cells whose slope changes are within a certain
verse Mercatgrprojection(zone 16 at a spatial resolution of 82  range, as defined in Table 1, will form a zone. Note that each zone
m, so that it has the same spatial reference as the 7.5-min DEM.may contain a great number of regions that have the same slope
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Fig. 6. (a) Standard deviation trend of the 1-degree DEM, flat dyeatandard deviatiorx, slope change (b) standard deviation trend of the
1-degree DEM, rough aregg, standard deviatior, slope change

change range and may not be adjacent. The statistical quantitieqResults and Analyses

such as the minimum, maximum, mean, and standard deviation of

the DEM errors are then calculated for each zone. These zone-Results from different resampling and interpolation methods are

derived characteristics will be used for comparison, analysis, andcompared first. Fig. 3 shows the distribution of standard deviation

trend estimation. Fig. 2 summarizes this approach with a flow- versus slope change zones for the differences between the IDW
chart. and spline derived DEMs. It can be seen that the maximum varia-
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tion between different interpolation methods is only within 1.0 Conclusions

and 1.2 m for flat and rough areas, respectively. Fig. 4 further

presents the standard deviations of the DEM errors relative to theThe accuracy of the 1-degree DEM is studied by using the 7.5-

7.5-min DEM obtained using different resampling and interpola- min DEM as a reference. The terrain complexity is quantitatively

tion methods. As shown in Fig. 4, for each slope change zone thedescribed by its slope change or curvature. It is shown that the

differences between different processing methods are negligibleaccuracy of the 1-degree DEM as well as its resultant DEM at a

when compared to the elevation errors relative to the 7.5-min finer spatial resolution are dependent on the slope change. The

DEM. All this indicates that the processing methods in general do standard deviation of the DEM'’s errors increases as the terrain

not cause significant differences in refining the spatial resolution slope change increases and can be approximated to a large extent

for a given DEM, such as in this study where the 82-m spatial with a linear function of the slope change. Although the standard

resolution DEM is processed to a 30-m spatial resolution DEM. deviations of the 1-degree DEM over the two test areas range

Therefore, the DEM errors observed are mainly caused by thefrom o=11 to 16 m, their maximum errors can reach as large as

errors in the original 1-degree DEM itself, rather than by errors ~36-50 m(about 3r) and occur at all slope change zones. DEM

introduced in the resampling or interpolation processing. As dif- providers and users should realize both this dependency and in-

ferent processing methods yield almost the same results statisti-dependency on terrain complexity in the 1-degree DEM. This

cally, the following analyses will only be made on the results study shows that the zonal analysis in GIS is a useful and conve-

obtained from the IDW interpolation, and they should apply to nient tool to study DEM accuracy in terms of topographic com-

results obtained from other interpolation methods as well. plexity. Although this approach is applied for studying the
In order to study the detailed characteristics of the DEM er- 1-degree DEM, it can also be used for other similar studies.

rors, Fig. 5 illustrates the statistical quantities including mini-

mum, maximum, mean, and standard deviation of the IDW inter-

polation results for both flat and rough areas. It is shown that all

the errors in the rough area are larger in magnitude than the cor-References
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