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#### Abstract

In this paper, we show that the Multi-Stage Nested Wiener Filter (MSNWF) can be identified to be the solution of the Wiener-Hopf equation in the Krylov subspace of the covariance matrix of the observation and the crosscorrelation vector of the observation and the desired signal. This understanding leads to the conclusion that the Arnoldi algorithm which arises from the MSNWF development can be replaced by the Lanczos algorithm. Thus, the computation of the underlying basis of the Krylov subspace can be simplified. Moreover, the settlement of the MSNWF in the Krylov subspace framework helps to derive an alternative formulation of the already presented MSNWF composition.


## 1 Introduction

The Wiener filter (WF) is a well known approach to estimate the unknown signal $d_{0}[n]$ from an observation $\boldsymbol{x}_{0}[n]$ and is optimal in the Minimum Mean Square Error (MMSE) sense. The WF is also optimal in the Bayesian sense if the signals $d_{0}[n]$ and $\boldsymbol{x}_{0}[n]$ are jointly Gaussian random variables (e. g. [Sch91, MW95]).

Therefore, the WF is employed in many applications because it is easily implemented and only relies on second order statistics which can be estimated with partial knowledge of the transmitted signal.

Since the resulting filter depends upon the inverse of the covariance matrix of the observation $\boldsymbol{x}_{0}[n]$ and the needed filter length can be very large, if the observation $\boldsymbol{x}_{0}[n]$ is of high dimensionality, an alternative approach which operates in a reduced space is of great interest to reduce computational complexity and the number of observations needed to estimate the statistics.

The first approach to reduce the dimension of the estimation problem is the well established Principal Component (PC) method [Hot33, EY36]. The observation signal is transformed by a matrix constituted by the eigenvectors
belonging to the principal eigenvalues, thus, a truncated Karhunen-Loeve transform is applied. The Wiener Filter solution with respect to the new observation can be easily obtained since the covariance matrix of the new observation is a diagonal matrix with the principal eigenvalues as its entries.

However, the PC method only takes into account the statistics of the observation signal and does not consider the relation to the desired signal. Therefore, Goldstein et. al. [GR97b] introduced the Cross-Spectral (CS) metric which evolved from the Generalized Sidelobe Canceller (GSC) [AC76, GJ82] and incorporates the similarity of the crosscorrelation vector of the observation and the desired signal with the respective eigenvector. The CS method does not choose the principal eigenvectors, but the eigenvectors which belong to the largest CS metric as was also suggested by Byerly et. al. in [BR89].

Recently, Goldstein et. al. presented the Multi-Stage Nested Wiener Filter (MSNWF) approach [GR97a, GRS98] which can be seen as a chain of GSCs. This fundamental contribution showed that the reduction of the dimension of the observations signal based on the eigenvectors as proposed by the PC and CS methods is suboptimum. The MSNWF does not need the eigenvectors of the covariance matrix of the observation signal and is, thus, computationally advantageous (see [GGR99, GGDR98] for an illustrative example). This property led to the application of the MSNWF in detection problems [GRZ99] and CDMA interference cancellation [HG00]. Honig et. al. showed that the number of necessary MSNWF stages even for a heavy loaded CDMA system is small compared to the eigenspace based methods [HX99].

Pados et. al. presented a similar result in [PB99] for the Auxiliary Vector (AV) method which was also developed from the GSC. In fact the earlier AV publications [KBP98, PLB99] are an implementation of the GSC method. Their formulation in [PB99] is similar to [HG00] except that the combination of the transformed observation signal to form the estimate of the desired signal is suboptimal.

Our contribution is to show that the Multi-Stage Nested Wiener Filter (MSNWF) can be seen as the solution of the Wiener-Hopf equation in the Krylov subspace of the covariance matrix of the observation signal and the crosscorrelation vector of the observation and the desired signal. This conclusion follows from the results in [PB99] and especially in [HG00], but we present the consequences of this connection. First, the Arnoldi algorithm which is used to find the orthonormal basis for the Krylov subspace can be replaced by the Lanczos algorithm [Saa96] since the covariance matrix is Hermitian. Second, we develop a new formulation of the MSNWF algorithm which gives an expression for the resulting Mean Squared Error (MSE), although it only works in the reduced dimensional space. Schneider et. al. [SW99] presented a similar algorithm which also included the computation of the error variance in an image processing application. However, their formulation assumes only additive noise and a few dominant eigenvalues of the covariance matrix.

In the next section, we briefly review the theory of the Wiener filter to make the reader familiar with our notation. Before we discuss the reduced rank MSNWF in Section 4, we concentrate on the original MSNWF approach in

Section 3 to motivate our reasoning in Section 5, where we show the close relationship between the MSNWF and Krylov subspace based methods. In Section 6 we present a new formulation of the MSNWF algorithm.

## 2 Wiener Filter

Figure 1 shows the principle of a Wiener Filter (WF). The desired signal $d_{0}[n] \in$ $\mathbb{C}$ which is assumed to be a zero-mean white Gaussian process is estimated by applying the linear filter $\boldsymbol{w} \in \mathbb{C}^{N}$ to the observation signal $\boldsymbol{x}_{0}[n] \in \mathbb{C}^{N}$ which is a multivariate zero-mean Gaussian process. The error of the estimation can be written as

$$
\begin{equation*}
\varepsilon_{0}[n]=d_{0}[n]-\hat{d}_{0}[n]=d_{0}[n]-\boldsymbol{w}^{\mathrm{H}} \boldsymbol{x}_{0}[n] \tag{1}
\end{equation*}
$$

where $(\bullet)^{\mathrm{H}}$ denotes conjugate transpose. The variance of the estimation error is the mean squared error

$$
\begin{equation*}
M S E_{0}=\mathrm{E}\left\{\left|\varepsilon_{0}\right|^{2}\right\}=\sigma_{d_{0}}^{2}-\boldsymbol{w}^{\mathrm{H}} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}-\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}^{\mathrm{H}} \boldsymbol{w}+\boldsymbol{w}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{w} \tag{2}
\end{equation*}
$$

with the covariance matrix of the observation $\boldsymbol{x}_{0}[n]$

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{x}_{0}}=\mathrm{E}\left\{\boldsymbol{x}_{0}[n] \boldsymbol{x}_{0}^{\mathrm{H}}[n]\right\} \in \mathbb{C}^{N \times N}, \tag{3}
\end{equation*}
$$

the variance of the desired signal $d_{0}[n]$

$$
\begin{equation*}
\sigma_{d_{0}}^{2}=\mathrm{E}\left\{\left|d_{0}[n]\right|^{2}\right\} \tag{4}
\end{equation*}
$$

and the crosscorrelation between the desired signal $d_{0}[n]$ and the observation signal $\boldsymbol{x}_{0}[n]$

$$
\begin{equation*}
\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}=\mathrm{E}\left\{\boldsymbol{x}_{0}[n] d_{0}^{*}[n]\right\} \in \mathbb{C}^{N} \tag{5}
\end{equation*}
$$

where $(\bullet)^{*}$ denotes complex conjugate.


Figure 1: Wiener Filter
The Wiener filter $\boldsymbol{w}_{0}$ is the filter $\boldsymbol{w}$ which minimizes the mean squared error, thus,

$$
\begin{equation*}
\boldsymbol{w}_{0}=\arg \min _{\boldsymbol{w}} M S E_{0} \tag{6}
\end{equation*}
$$

This criterion leads to the Wiener-Hopf equation

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{w}_{0}=\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} \tag{7}
\end{equation*}
$$

and the Wiener filter

$$
\begin{equation*}
\boldsymbol{w}_{0}=\boldsymbol{R}_{\boldsymbol{x}_{0}}^{-1} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} \in \mathbb{C}^{N} \tag{8}
\end{equation*}
$$

Consequently, the minimum mean squared error (MMSE) can be written as

$$
\begin{equation*}
M M S E_{0}=\sigma_{d_{0}}^{2}-\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}}^{-1} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} . \tag{9}
\end{equation*}
$$

Before we focus on the Multi-Stage Nested Wiener Filter (MSNWF) in the next section, we have to recite the following theorem (e. g. [GRS98]) which is proved in Appendix A.

Theorem 1 If the observation $\boldsymbol{x}_{0}[n]$ to estimate $d_{0}[n]$ is pre-filtered by a fullrank matrix $\boldsymbol{T} \in \mathbb{C}^{N \times N}$, i. e., $\boldsymbol{z}_{1}[n]=\boldsymbol{T} \boldsymbol{x}_{0}[n]$, the Wiener filter $\boldsymbol{w}_{\boldsymbol{z}_{1}}$ to estimate $d_{0}[n]$ from $\boldsymbol{z}_{1}[n]$ leads to the same estimate $\hat{d}_{0}[n]$, thus, the MMSE is unchanged.

This Theorem can be generalized to a bigger set of pre-filtering matrices by the following corollary.

Corollary 1 If the pre-filtering matrix $\boldsymbol{T} \in \mathbb{C}^{M \times N}, M \geq N$ has full column rank, $i$. e. $\boldsymbol{T}$ has a left inverse, the resulting estimate $\hat{d}_{0}[n]$ and the MMSE are unchanged.

The proof of Corollary 1 is straightforward, the inverse of $\boldsymbol{T}$ just has to be replaced by the left inverse of $\boldsymbol{T}$ in Appendix A. However, if $\boldsymbol{T}$ is tall, i. e., $M>N$, then the Wiener filter solution is ambiguous, because a vector which is orthogonal to the column space of $\boldsymbol{T}$ can be added to $\boldsymbol{w}_{\boldsymbol{z}_{1}}$ in Equation (58) without changing the estimate $\hat{d}_{0}[n]$ and the MMSE.

## 3 Multi-Stage Nested Wiener Filter

The Multi-Stage Nested Wiener Filter (MSNWF) was developed by Goldstein et. al. [GR97a, GRS98] to find an approximate solution of the Wiener-Hopf equation (cf. Equation 7) which does not need the inverse or the eigenvalue decomposition of the covariance matrix. The approximation for the Wiener filter is found by stopping the recursive algorithm after $D$ steps, hence, the approximation lies in a $D$-dimensional subspace of $\mathbb{C}^{N}$.

The first step of the MSNWF algorithm is to apply a full rank pre-filtering matrix of the form

$$
\boldsymbol{T}_{1}=\left[\begin{array}{l}
\boldsymbol{h}_{1}^{\mathrm{H}}  \tag{10}\\
\boldsymbol{B}_{1}
\end{array}\right] \in \mathbb{C}^{N \times N}
$$

to get the new observation signal

$$
\boldsymbol{z}_{1}=\boldsymbol{T}_{1} \boldsymbol{x}_{0}[n]=\left[\begin{array}{l}
\boldsymbol{h}_{1}^{\mathrm{H}} \boldsymbol{x}_{0}[n]  \tag{11}\\
\boldsymbol{B}_{1} \boldsymbol{x}_{0}[n]
\end{array}\right]=\left[\begin{array}{c}
d_{1}[n] \\
\boldsymbol{x}_{1}[n]
\end{array}\right] \in \mathbb{C}^{N}
$$

which does not change the estimate $\hat{d}_{0}[n]$ as postulated in Theorem 1. The rows of $\boldsymbol{B}_{1}$ are chosen to be orthogonal to $\boldsymbol{h}_{1}^{\mathrm{H}}$, therefore,

$$
\begin{equation*}
\boldsymbol{B}_{1} \boldsymbol{h}_{1}=\mathbf{0} \quad \text { or } \quad \boldsymbol{B}_{1}=\operatorname{null}\left(\boldsymbol{h}_{1}^{\mathrm{H}}\right)^{\mathrm{H}} . \tag{12}
\end{equation*}
$$

The intuitive choice for the first row $\boldsymbol{h}_{1}^{\mathrm{H}}$ is the vector which, when applied to $\boldsymbol{x}_{0}[n]$, gives a scalar signal $d_{1}[n]$ that has maximum correlation with the desired signal $d_{0}[n]$. Without loss of generality we assume that $\left\|\boldsymbol{h}_{1}\right\|_{2}=1$ and force $d_{1}[n]$ to be 'in-phase' with $d_{0}[n]$, i. e. the correlation between $d_{0}[n]$ and $d_{1}[n]$ is real, which is motivated by the trivial case when $d_{1}[n]=d_{0}[n]$. Note that this criterion is different from the one proposed in [GGDR98] since we do not optimize the absolute value of the correlation which would lead to a loss of information about the phase and, thus, Goldstein et. al. had to use Schwarz inequality to derive the same result. The formulation in [PB99, PLB99] is also based on the absolute value of the correlation, but in the proof of the result the correlation is assumed to be real. With our consideration we end up with following optimization problem

$$
\begin{align*}
\boldsymbol{h}_{1} & =\arg \max _{\boldsymbol{h}} \mathrm{E}\left\{\operatorname{Re}\left(d_{1}[n] d_{0}^{*}[n]\right)\right\} \quad \text { or } \\
\boldsymbol{h}_{1} & =\arg \max _{\boldsymbol{h}} \frac{1}{2}\left(\boldsymbol{h}^{\mathrm{H}} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}+\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}^{\mathrm{H}} \boldsymbol{h}\right) \quad \text { s.t.: } \quad \boldsymbol{h}^{\mathrm{H}} \boldsymbol{h}=1 \tag{13}
\end{align*}
$$

which results in the normalized matched filter

$$
\begin{equation*}
\boldsymbol{h}_{1}=\frac{\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}}{\left\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\|_{2}} \in \mathbb{C}^{N} \tag{14}
\end{equation*}
$$

Note that $d_{1}[n]$ contains all information about $d_{0}[n]$ which can be found in $\boldsymbol{x}_{0}[n]$ since $d_{0}[n]$ is a scalar, thus, the information about $d_{0}[n]$ lies in a onedimensional subspace of $\mathbb{C}^{N}$ and with the matched filter we pick out only these portions of $\boldsymbol{x}_{0}[n]$ which are included in this subspace. Moreover, the second part of $\boldsymbol{z}_{1}[n]$, namely $\boldsymbol{x}_{1}[n]$, does not contain any information about $d_{0}[n]$ because of the orthogonality condition in Equation (12).


Figure 2: Wiener Filter with Pre-Filtering
Again, we have to solve the Wiener-Hopf equation of the new system depicted in Figure 2 to get

$$
\begin{equation*}
\boldsymbol{w}_{\boldsymbol{z}_{1}}=\boldsymbol{R}_{\boldsymbol{z}_{1}}^{-1} \boldsymbol{r}_{\boldsymbol{z}_{1}, d_{0}} \in \mathbb{C}^{N} \tag{15}
\end{equation*}
$$

where the covariance matrix of $\boldsymbol{z}_{1}[n]$ can be expressed by the statistics of $d_{1}[n]$ and $\boldsymbol{x}_{1}[n]$, i.e.,

$$
\boldsymbol{R}_{\boldsymbol{z}_{1}}=\left[\begin{array}{cc}
\sigma_{d_{1}}^{2} & \boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}}^{\mathrm{H}}  \tag{16}\\
\boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}} & \boldsymbol{R}_{\boldsymbol{x}_{1}}
\end{array}\right] \in \mathbb{C}^{N \times N}
$$

with the variance of $d_{1}[n]$

$$
\begin{equation*}
\sigma_{d_{1}}^{2}=\mathrm{E}\left\{\left|d_{1}[n]\right|^{2}\right\}=\boldsymbol{h}_{1}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{h}_{1} \tag{17}
\end{equation*}
$$

the crosscorrelation vector between $\boldsymbol{x}_{1}[n]$ and $d_{1}[n]$

$$
\begin{equation*}
\boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}}=\mathrm{E}\left\{\boldsymbol{x}_{1}[n] d_{1}^{*}[n]\right\}=\boldsymbol{B}_{1} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{h}_{1} \in \mathbb{C}^{N-1} \tag{18}
\end{equation*}
$$

and the covariance matrix of $\boldsymbol{x}_{1}[n]$

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{x}_{1}}=\mathrm{E}\left\{\boldsymbol{x}_{1}[n] \boldsymbol{x}_{1}^{\mathrm{H}}[n]\right\}=\boldsymbol{B}_{1} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{B}_{1}^{\mathrm{H}} \in \mathbb{C}^{N-1 \times N-1} \tag{19}
\end{equation*}
$$

The crosscorrelation vector of the pre-filtered observation signal $\boldsymbol{z}_{1}[n]$ and the desired signal $d_{1}[n]$ reveals the usefulness of the choice of pre-filtering:

$$
\begin{equation*}
\boldsymbol{r}_{\boldsymbol{z}_{1}, d_{0}}=\boldsymbol{T}_{1} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}=\left\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\|_{2} \boldsymbol{e}_{1} \in \mathbb{R}^{N} \tag{20}
\end{equation*}
$$

where $\boldsymbol{e}_{i}$ denotes a unit norm vector with a one at the $i$-th position. Therefore, the Wiener filter $\boldsymbol{w}_{\boldsymbol{z}_{1}}$ of the pre-filtered signal $\boldsymbol{z}_{1}[n]$ is just a weighted version of the first column of the inverse of the covariance matrix $\boldsymbol{R}_{\boldsymbol{z}_{1}}$ in Equation (16). After applying the inversion lemma for partitioned matrices (e. g. [Sch91, MW95]) we end up with [GR97a, GRS98]

$$
\boldsymbol{w}_{\boldsymbol{z}_{1}}=\alpha_{1}\left[\begin{array}{c}
1  \tag{21}\\
-\boldsymbol{R}_{\boldsymbol{x}_{1}}^{-1} \boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}}
\end{array}\right] \in \mathbb{C}^{N}
$$

where

$$
\begin{equation*}
\alpha_{1}=\left\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\|_{2}\left(\sigma_{d_{1}}^{2}-\boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{1}}^{-1} \boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}}\right)^{-1} \tag{22}
\end{equation*}
$$

Equation (21) is the key equation to understand most interpretations of the MSNWF.

The first and most important observation in Equation (21) is that the vector in brackets, when applied to $\boldsymbol{z}_{1}[n]$, gives the error signal $\varepsilon_{1}[n]$ of the Wiener filter which estimates $d_{1}[n]$ from $\boldsymbol{x}_{1}[n]$ :

$$
\begin{equation*}
\varepsilon_{1}[n]=d_{1}[n]-\hat{d}_{1}[n]=d_{1}[n]-\boldsymbol{w}_{1}^{\mathrm{H}} \boldsymbol{x}_{1}[n]=\left[1,-\boldsymbol{w}_{1}^{\mathrm{H}}\right] \boldsymbol{z}_{1}[n] \tag{23}
\end{equation*}
$$

with the Wiener filter

$$
\begin{equation*}
\boldsymbol{w}_{1}=\boldsymbol{R}_{\boldsymbol{x}_{1}}^{-1} \boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}} \in \mathbb{C}^{N-1} \tag{24}
\end{equation*}
$$

This observation immediately leads to the next step in the MSNWF development. In the second step, the output of the Wiener filter $\boldsymbol{w}_{1}$ with dimension $N-1$ can be replaced by the weighted error signal $\varepsilon_{2}[n]$ of a Wiener filter which estimates the output signal $d_{2}[n]$ of the matched filter $\boldsymbol{h}_{2}$ from the blockingmatrix output $\boldsymbol{x}_{2}[n]=\boldsymbol{B}_{2} \boldsymbol{x}_{1}[n]$.
Moreover, this observation shows the close relationship of the MSNWF to the Generalized Sidelobe Canceller (GSC, [AC76, GJ82, GRZ99]). The GSC can be interpreted as a MSNWF after the first step.

Second, the factor $\alpha_{1}$ is a scalar Wiener filter to estimate $d_{0}[n]$ from the scalar $\varepsilon_{1}[n]$. The covariance matrix or variance of $\varepsilon_{1}[n]$ is the MMSE of the Wiener filter $\boldsymbol{w}_{1}$ and the crosscorrelation between the scalar observation signal $\varepsilon_{1}[n]$ and the desired signal $d_{0}[n]$ is the norm of the matched filter $\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}$, thus,

$$
\begin{equation*}
\alpha_{1}=\sigma_{\varepsilon_{1}}^{-1} r_{\varepsilon_{1}, d_{0}}=\left(\sigma_{d_{1}}^{2}-\boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{1}}^{-1} \boldsymbol{r}_{\boldsymbol{x}_{1}, d_{1}}\right)^{-1}\left\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\|_{2} . \tag{25}
\end{equation*}
$$



Figure 3: MSNWF after the First Step

These two interpretations lead to the well known structure in Figure 3. The Wiener filter $\boldsymbol{w}_{0}$ is replaced by the scalar Wiener filter $\alpha_{1}$ which estimates $d_{0}[n]$ from the error signal $\varepsilon_{1}[n]$ of the vector Wiener filter $\boldsymbol{w}_{1}$.

Third, the MSNWF can be created without knowledge of the covariance ma$\operatorname{trix} \boldsymbol{R}_{\boldsymbol{x}_{0}}$ and, therefore, the implementation of a MSNWF is simplified, because at each step the Wiener filter is replaced by the normalized matched filter and the next stage. Since the matched filter is simply the crosscorrelation between the new observation $\boldsymbol{x}_{i}[n]$ and the new desired signal $d_{i}[n]$ at each step only an estimation of this crosscorrelation is needed. Note, however, that estimating all the crosscorrelations and estimating the covariance matrix lead to the same resulting estimate $\hat{d}_{0}[n]$ at the same expense.

Fourth, it is straightforward to see that each new desired signal $d_{i}[n], i=$ $1, \ldots, N$, is the output of a length $N$ filter

$$
\begin{equation*}
\boldsymbol{t}_{i}=\left(\prod_{k=1}^{i-1} \boldsymbol{B}_{k}^{\mathrm{H}}\right) \boldsymbol{h}_{i} \in \mathbb{C}^{N} \tag{26}
\end{equation*}
$$

as depicted in Figure 4. This interpretation of the MSNWF will be used in the following sections. Note that all following stages are orthogonal to the first stage, i.e., $\boldsymbol{t}_{1}^{\mathrm{H}} \boldsymbol{t}_{i}=\delta_{1, i}, \mathrm{i}=2, \ldots, \mathrm{~N}$, and $\delta_{k, i}$ denotes the Kronecker delta function which is 1 for $k=i$ and 0 for $k \neq i$. However, the filters $\boldsymbol{t}_{i}$ are not an orthogonal basis of $\mathbb{C}^{N}$ in general (cf. Section 5).
The Auxiliary Vector method [KBP98] also evolved from GSC considerations, but ended the iteration after the second step and is, thus, a rank two MSNWF approximation of the ideal Wiener filter. The extension of the AV method presented in [PB99] is basically the structure shown in Figure 4, but the proposed choice of the scalar filters $\alpha_{i}$ is suboptimal.

The very important property of the MSNWF is that the pre-filtered observation vector

$$
\begin{equation*}
\boldsymbol{d}[n]=\left[d_{1}[n], \ldots, d_{N}[n]\right]^{\mathrm{T}} \tag{27}
\end{equation*}
$$

where $(\bullet)^{\mathrm{T}}$ denotes transpose, has a tri-diagonal covariance matrix [GRS98]. This can be understood with the help of Figures 3 and 4. The matched filter $\boldsymbol{h}_{i}$ is designed to retrieve all information of $d_{i-1}[n]$ that can be found in $\boldsymbol{x}_{i-1}[n]$. Therefore, the output of $\boldsymbol{h}_{i}, d_{i}[n]$, is correlated with $d_{i-1}[n]$ and also with $d_{i+1}[n]$, because $\boldsymbol{h}_{i+1}$ is the matched filter to find $d_{i}[n]$. But $d_{i+1}[n]$ includes


Figure 4: MSNWF as a Filter Bank
no information about $d_{i-1}[n]$, since the input of $\boldsymbol{h}_{i+1}$ was pre-filtered by the blocking matrix $\boldsymbol{B}_{i+1}$. Consequently, $d_{i}[n]$ is only correlated to its neighbours $d_{i-1}[n]$ and $d_{i+1}[n]$ leading to a tri-diagonal covariance matrix.

The remaining part of the MSNWF (summers and scalar Wiener filters $\alpha_{i}$ ) is a Wiener filter which estimates $d_{0}[n]$ of $\boldsymbol{d}[n]$. Because only $d_{1}[n]$ is correlated with $d_{0}[n]$, the crosscorrelation vector is simply a weighted version of $\boldsymbol{e}_{1}$, thus, again only the first column of the inverse of the covariance matrix of $\boldsymbol{d}[n]$ is of interest. The structure with summers and scalar Wiener filters follows from the tri-diagonal property of the covariance matrix of $\boldsymbol{d}[n]$.

## 4 Reduced Rank MSNWF

The reduced rank MSNWF of rank $D$ is easily obtained by stopping the development of the MSNWF after $D-1$ steps and replacing the last Wiener filter $\boldsymbol{w}_{D-1}$ by the respective matched filter. Thus, the MSNWF of rank 1 is simply the matched filter $\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}$.

We restrict ourselves to the MSNWF interpretation shown in Figure 4, hence, for $D<N$ we get the length $D$ observation with a tri-diagonal covariance matrix

$$
\begin{equation*}
\boldsymbol{d}^{(D)}[n]=\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{x}_{0}[n] \in \mathbb{C}^{D} \tag{28}
\end{equation*}
$$

where the superscript $(\bullet)^{(D)}$ indicates that we use a rank $D$ approximation and the transformation matrix

$$
\begin{equation*}
\boldsymbol{T}^{(D)}=\left[\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{D}\right] \in \mathbb{C}^{N \times D} \tag{29}
\end{equation*}
$$

comprises the first $D$ filters which were already defined in Equation (26). Therefore, we have to find the Wiener filter $\boldsymbol{w}_{\boldsymbol{d}}^{(D)}$ which estimates $d_{0}[n]$ from $\boldsymbol{d}^{(D)}[n]$. Obviously, this Wiener filter reads as

$$
\begin{equation*}
\boldsymbol{w}_{\boldsymbol{d}}^{(D)}=\left(\boldsymbol{R}_{\boldsymbol{d}}^{(D)}\right)^{-1} \boldsymbol{r}_{\boldsymbol{d}, d_{0}}^{(D)}=\left(\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{T}^{(D)}\right)^{-1} \boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} \tag{30}
\end{equation*}
$$

and the MSNWF rank $D$ approximation of the Wiener filter $\boldsymbol{w}_{0}$ can be expressed as

$$
\begin{equation*}
\boldsymbol{w}_{0}^{(D)}=\boldsymbol{T}^{(D)} \boldsymbol{w}_{\boldsymbol{d}}^{(D)}=\boldsymbol{T}^{(D)}\left(\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{T}^{(D)}\right)^{-1} \boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} \tag{31}
\end{equation*}
$$

and has following mean squared error:

$$
\begin{equation*}
M S E^{(D)}=\sigma_{d_{0}}^{2}-\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}^{\mathrm{H}} \boldsymbol{T}^{(D)}\left(\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{T}^{(D)}\right)^{-1} \boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} \tag{32}
\end{equation*}
$$

## 5 MSNWF and Krylov Subspace

In Section 3 we stated that the filters $\boldsymbol{t}_{\boldsymbol{i}}$ in Figure 4 are not orthogonal in general. It can be easily shown that they are orthogonal for the special choice of the blocking matrices $\boldsymbol{B}_{i}$ to have the property that all singular values unequal to 0 are the same, i. e., $\sigma_{1}=\ldots=\sigma_{N-i}=\sigma$ and $\sigma_{k}=0, k>N-i$.

In the following we restrict ourselves to this class of blocking matrices, therefore, the filters $\boldsymbol{t}_{i}$ are orthogonal. Moreover, without loss of generality we assume that $\left\|\boldsymbol{t}_{i}\right\|_{2}=1$.

Now, recall the MSNWF development (cf. Figure 3). At step $i$ the signal $\boldsymbol{x}_{i-1}[n]$ at the blocking matrix output of the previous stage was the input for the matched filter $\boldsymbol{h}_{i}$ and the blocking matrix $\boldsymbol{B}_{i}$. Again, the matched filter was chosen, because its output $d_{i}[n]$ has the maximum correlation with the output of the previous stage $d_{i-1}[n]$. Because we can substitute the chain of blocking matrices and the matched filter $\boldsymbol{h}_{i} \in \mathbb{C}^{N-i+1}$ by a filter $\boldsymbol{t}_{i} \in \mathbb{C}^{N}$ (cf. Equation 26) and since we restrict ourselves to use orthonormal filters $\boldsymbol{t}_{i}$, we can compute the filters $\boldsymbol{t}_{i}$ directly. At the $i$-th step we get the additional output signal $d_{i}[n]=\boldsymbol{t}_{i}^{\mathrm{H}} \boldsymbol{x}_{0}[n]$ which has to be maximally correlated with the output signal of the previous stage $d_{i-1}[n]=\boldsymbol{t}_{i-1}^{\mathrm{H}} \boldsymbol{x}_{0}[n]$. Together with the orthogonality conditions this leads to following optimization:

$$
\begin{align*}
& \boldsymbol{t}_{i}=\arg \max _{\boldsymbol{t}} \mathrm{E}\left\{\operatorname{Re}\left(d_{i}[n] d_{i-1}^{*}[n]\right)\right\} \quad \text { or } \\
& \boldsymbol{t}_{i}=\arg \max _{\boldsymbol{t}} \frac{1}{2}\left(\boldsymbol{t}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}+\boldsymbol{t}_{i-1}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}\right)  \tag{33}\\
& \text { s.t.: } \quad \boldsymbol{t}^{\mathrm{H}} \boldsymbol{t}=1 \quad \text { and } \quad \boldsymbol{t}^{\mathrm{H}} \boldsymbol{t}_{k}=0, k=1, \ldots, i-1 .
\end{align*}
$$

The result which is easily obtained (e.g. with Langrange multipliers, cf. Appendix B) reads as

$$
\begin{equation*}
\boldsymbol{t}_{i}=\frac{\left(\prod_{k=i-1}^{1} \boldsymbol{P}_{k}\right) \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}}{\left\|\left(\prod_{k=i-1}^{1} \boldsymbol{P}_{k}\right) \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}\right\|_{2}} \tag{34}
\end{equation*}
$$

where $\boldsymbol{P}_{k}$ denotes the projector onto the space orthogonal to $\boldsymbol{t}_{k}$, i.e.,

$$
\begin{equation*}
\boldsymbol{P}_{k}=\mathbf{1}_{N}-\boldsymbol{t}_{k} \boldsymbol{t}_{k}^{\mathrm{H}} \tag{35}
\end{equation*}
$$

and $\mathbf{1}_{N}$ denotes the $N \times N$ identity matrix.
The expression in Equation (34) implies that the best choice for the blocking matrix $\boldsymbol{B}_{i}$ is the projector $\boldsymbol{P}_{i}$ onto the orthogonal space of the matched filter $\boldsymbol{t}_{i}$, if the filters $\boldsymbol{t}_{\boldsymbol{i}}$ are orthogonal to each other. This result suggests that the
reduction of the dimension of the solution space at each step of the MSNWF iteration does not necessarily lead to a reduction of the length of the filter as proposed by Goldstein et. al. in [GRS98]. This result is consistent since Corollary 1 allows to use a tall pre-filtering matrix $\boldsymbol{T}_{i}$ at each step. Honig et. al. [HX99, HG00] already developed the same result, but they gave no motivation for this special choice of $\boldsymbol{B}_{i}$. Also Pados et. al. [PB99, LUN99] ended up with a similar expression for the Auxiliary Vector (AV) method, but did not consider the orthogonality of the filters $\boldsymbol{t}_{i}$ which they incorporated into the optimization, leading to a more complicated expression.

However, both contributions did not make the observation that the recursive algorithm described in Equation (34) is the well known Gram-Schmidt Arnoldi algorithm [Arn51, Saa96]. The Arnoldi recursion is the basic algorithm to compute the orthonormal basis of the Krylov subspace $\mathcal{K}^{(D)}$ of the square matrix $\boldsymbol{A} \in \mathbb{C}^{M \times M}$ and the column vector $\boldsymbol{b} \in \mathbb{C}^{M}$. The Krylov subspace of dimension $D$ is defined as follows [Saa96, vdV00]:

$$
\begin{equation*}
\mathcal{K}^{(D)}=\operatorname{span}\left(\left[\boldsymbol{b}, \boldsymbol{A} \boldsymbol{b}, \ldots, \boldsymbol{A}^{D-1} \boldsymbol{b}\right]\right) \tag{36}
\end{equation*}
$$

Again, also Honig et. al. [HX99] made this observation and proved that for the choice $\boldsymbol{B}_{i}=\boldsymbol{P}_{i}$ the filters $\boldsymbol{t}_{i}$ are an orthonormal basis of the Krylov subspace. However, they did not excavate the fundamental implications of this result which can be found in following theorem [Arn51, Saa96].

Theorem 2 If the columns of the matrix $\boldsymbol{T}^{D}=\left[\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{D}\right]$ were computed using the recursion

$$
\begin{equation*}
\boldsymbol{t}_{i}=\frac{\left(\prod_{k=i-1}^{1} \boldsymbol{P}_{k}\right) \boldsymbol{A} \boldsymbol{t}_{i-1}}{\left\|\left(\prod_{k=i-1}^{1} \boldsymbol{P}_{k}\right) \boldsymbol{A} \boldsymbol{t}_{i-1}\right\|_{2}}, \quad \boldsymbol{t}_{1}=\frac{\boldsymbol{b}}{\|\boldsymbol{b}\|_{2}} \tag{37}
\end{equation*}
$$

where $\boldsymbol{A} \in \mathbb{C}^{N \times N}$ is an arbitrary square matrix and $\boldsymbol{b} \in \mathbb{C}^{N}$ is an arbitrary column vector, then the following equality holds:

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{T}^{(D)}=\boldsymbol{T}^{(D)} \boldsymbol{H}^{(D)}+h_{D+1, D} \boldsymbol{t}_{D+1} \boldsymbol{e}_{D}^{T} \tag{38}
\end{equation*}
$$

where $\boldsymbol{H}^{(D)}$ is a $D \times D$ Hessenberg matrix and $\boldsymbol{t}_{D+1}$ denotes the next vector of the recursion. Obviously, since the vectors $\boldsymbol{t}_{i}$ are orthonormal, Equation (38) can be rewritten to get

$$
\begin{equation*}
\boldsymbol{H}^{(D)}=\boldsymbol{T}^{(D), H} \boldsymbol{A} \boldsymbol{T}^{(D)} . \tag{39}
\end{equation*}
$$

The proof of Theorem 2 which shows the actual values of the entries of $\boldsymbol{H}^{(D)}$ can be easily obtained from the recursion in Equation (37) and is outlined in Appendix C. To see the value of Theorem 2 we need to specialize $\boldsymbol{A}$ to be Hermitian.

Corollary 2 Given an Hermitian square matrix $\boldsymbol{A} \in \mathbb{C}^{N \times N}$, i.e., $\boldsymbol{A}=\boldsymbol{A}^{H}$, the recursion in Equation (37) leads to a transformation matrix $\boldsymbol{T}^{(D)}$ which tri-diagonalizes $\boldsymbol{A}$, i.e.,

$$
\boldsymbol{H}^{(D)}=\boldsymbol{T}^{(D), H} \boldsymbol{A} \boldsymbol{T}^{(D)}
$$

is a Hermitian tri-diagonal matrix.
Proof. Theorem 2 proposes that $\boldsymbol{H}^{(D)}$ is a Hessenberg matrix. Since $\boldsymbol{A}$ is Hermitian,

$$
\begin{equation*}
\boldsymbol{H}^{(D), \mathrm{H}}=\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{A}^{\mathrm{H}} \boldsymbol{T}^{(D)}=\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{A} \boldsymbol{T}^{(D)}=\boldsymbol{H}^{(D)}, \tag{40}
\end{equation*}
$$

therefore, $\boldsymbol{H}^{(D)}$ is a Hermitian Hessenberg matrix or Hermitian tri-diagonal.
Equation (34), Theorem 2, and Corollary 2 disclose the connection between the MSNWF approach and Krylov subspace methods to solve linear equation systems. Our conclusion is that the MSNWF approach, although it is only motivated by statistical reasoning, is simply the solution of the Wiener-Hopf equation by employing the Krylov subspace of the matrix vector pair $\left(\boldsymbol{R}_{\boldsymbol{x}_{0}}, \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right)$, if the filters $\boldsymbol{t}_{i}$ are orthogonal. Furthermore, if a reduced rank MSNWF with rank $D$ is computed, this is fully equivalent to solving the Wiener-Hopf equation in the $D$-dimensional Krylov subspace $\mathcal{K}^{(D)}$. And more descriptively, the inverse of the covariance matrix $\boldsymbol{R}_{\boldsymbol{x}_{0}}^{-1}$ is approximated by a matrix polynomial $q\left(\boldsymbol{R}_{\boldsymbol{x}_{0}}\right)$ of order $D-1$.

We showed that the MSNWF procedure delivers filters $\boldsymbol{t}_{i}$ which form an orthonormal basis of the Krylov subspace. Henceforth, we can base our reasoning on the Krylov subspace. With Corollary 2 it is straightforward to understand that the covariance matrix $\boldsymbol{R}_{\boldsymbol{d}}$ of the pre-filtered observation $\boldsymbol{d}[n]$ (cf. Equation 27) is tri-diagonal, because the covariance matrix of the original observation $\boldsymbol{x}_{0}[n]$ is Hermitian. Moreover, the Hermitian property of $\boldsymbol{R}_{\boldsymbol{x}_{0}}$ can be exploited to compute the orthogonal basis $\boldsymbol{t}_{i}$ of the Krylov subspace $\mathcal{K}^{(D)}$ of $\left(\boldsymbol{R}_{\boldsymbol{x}_{0}}, \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right)$. In the case of Hermitian matrices the Lanczos algorithm [Lan50, Lan52, Saa96] can be applied to find the orthogonal basis:

$$
\begin{align*}
\boldsymbol{t}_{i} & =\frac{\boldsymbol{P}_{i-1} \boldsymbol{P}_{i-2} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}}{\left\|\boldsymbol{P}_{i-1} \boldsymbol{P}_{i-2} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}\right\|_{2}} \\
& =\frac{\boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}-\boldsymbol{t}_{i-2}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1} \boldsymbol{t}_{i-2}-\boldsymbol{t}_{i-1}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1} \boldsymbol{t}_{i-1}}{\left\|\boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}-\boldsymbol{t}_{i-2}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1} \boldsymbol{t}_{i-2}-\boldsymbol{t}_{i-1}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1} \boldsymbol{t}_{i-1}\right\|_{2}} \tag{41}
\end{align*}
$$

Thus, we reduced the complexity of the MSNWF iteration by exploiting the fact that the MSNWF is equivalent to finding the solution of the Wiener-Hopf equation in the Krylov subspace of $\left(\boldsymbol{R}_{\boldsymbol{x}_{0}}, \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right)$. However, the Lanczos algorithm is sensitive to rounding errors, hence, the filters $\boldsymbol{t}_{i}$ are not orthogonal anymore for large $i$. In the sequel, we assume that the necessary rank $D$ to find an good approximation of the Wiener filter is small enough to be able to apply the Lanczos algorithm.

## 6 A New MSNWF Iteration

In this section, we develop a new algorithm which computes the rank $D$ MSNWF, but works only within the Krylov subspace of dimension $D$. Therefore, we assume that the orthonormal basis $\boldsymbol{T}^{(D)} \in \mathbb{C}^{N \times D}$ of the Krylov subspace $\mathcal{K}^{(D)}$ was found by the Arnoldi algorithm (cf. Equation 34) or by the Lanczos algorithm (cf. Equation 41). The resulting rank $D$ MSNWF is given in Equation (31) by the means of the Wiener filter $\boldsymbol{w}_{\boldsymbol{d}}^{(D)}$ which is applied to the pre-filtered observation

$$
\begin{equation*}
\boldsymbol{d}^{(D)}[n]=\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{x}_{0}[n] \in \mathbb{C}^{D} \tag{42}
\end{equation*}
$$

with the tri-diagonal covariance matrix

$$
\boldsymbol{R}_{\boldsymbol{d}}^{(D)}=\boldsymbol{T}^{(D), \mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{T}^{(D)}=\left[\begin{array}{c|c}
\boldsymbol{T}^{(D-1), \mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{T}^{(D-1)} & \mathbf{0}  \tag{43}\\
\hline \mathbf{0}^{\mathrm{T}} \quad r_{D-1, D}^{*} & r_{D, D}
\end{array}\right] \in \mathbb{C}^{D \times D}
$$

and the crosscorrelation vector with respect to the desired signal $d_{0}[n]$

$$
\boldsymbol{r}_{\boldsymbol{d}, d_{0}}^{(D)}=\boldsymbol{T}^{(D)} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}=\left[\begin{array}{c}
\left\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\|_{2}  \tag{44}\\
\mathbf{0}
\end{array}\right] \in \mathbb{R}^{D}
$$

If we use the covariance matrix $\boldsymbol{R}_{\boldsymbol{d}}^{(D-1)}$, the new entries of $\boldsymbol{R}_{\boldsymbol{d}}^{(D)}$ are simply

$$
\begin{equation*}
r_{D-1, D}=\boldsymbol{t}_{D-1}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{D} \quad \text { and } \quad r_{D, D}=\boldsymbol{t}_{D}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{D} \tag{45}
\end{equation*}
$$

Because $\boldsymbol{r}_{\boldsymbol{d}, d_{0}}$ has the property that only the first element is not equal to 0 , only the first column of the inverse of $\boldsymbol{R}_{\boldsymbol{d}}$ is needed to compute

$$
\begin{equation*}
\boldsymbol{w}_{\boldsymbol{d}}^{(D)}=\boldsymbol{R}_{\boldsymbol{d}}^{(D),-1} \boldsymbol{r}_{\boldsymbol{d}, d_{0}}^{(D)} \in \mathbb{C}^{D} \tag{46}
\end{equation*}
$$

Consequently, we are only interested in the first column $\boldsymbol{c}_{1}^{(D)} \in \mathbb{C}^{D}$ of

$$
\begin{equation*}
\boldsymbol{C}^{(D)}=\boldsymbol{R}_{\boldsymbol{d}}^{(D),-1}=\left[\boldsymbol{c}_{1}^{(D)}, \ldots, \boldsymbol{c}_{D}^{(D)}\right] \in \mathbb{C}^{D \times D} \tag{47}
\end{equation*}
$$

and the inversion lemma for partitioned matrices (e. g. [Sch91, MW95]) leads to

$$
\boldsymbol{C}^{(D)}=\left[\begin{array}{cc}
\boldsymbol{C}^{(D-1)} & \mathbf{0}  \tag{48}\\
\mathbf{0}^{\mathrm{T}} & 0
\end{array}\right]+\beta_{D}^{-1} \boldsymbol{b}^{(D)} \boldsymbol{b}^{(D), \mathrm{H}}
$$

where the additional terms read as

$$
\boldsymbol{b}^{(D)}=\left[\begin{array}{c}
-\boldsymbol{C}^{(D-1)}\left[\begin{array}{c}
\mathbf{0} \\
r_{D-1, D}
\end{array}\right]  \tag{49}\\
1
\end{array}\right]=\left[\begin{array}{c}
-r_{D-1, D} \boldsymbol{c}_{D-1}^{(D-1)} \\
1
\end{array}\right] \in \mathbb{C}^{D}
$$

and

$$
\beta_{D}=r_{D, D}-\left[\mathbf{0}^{\mathrm{T}}, r_{D-1, D}^{*}\right] \boldsymbol{C}^{(D-1)}\left[\begin{array}{c}
\mathbf{0}  \tag{50}\\
r_{D-1, D}
\end{array}\right]=r_{D, D}-\left|r_{D-1, D}\right|^{2} c_{D-1, D-1}^{(D-1)}
$$

with $c_{D-1, D-1}^{(D-1)}$ being the last element of the last column $\boldsymbol{c}_{D-1}^{(D-1)}$ of $\boldsymbol{C}^{(D)}$ at the previous step. Therefore, the new first column $\boldsymbol{c}_{1}^{(D)}$ can be written as

$$
\boldsymbol{c}_{1}^{(D)}=\left[\begin{array}{c}
\boldsymbol{c}_{1}^{(D-1)}  \tag{51}\\
0
\end{array}\right]+\beta_{D}^{-1} c_{1, D-1}^{(D-1), *}\left[\begin{array}{c}
\left|r_{D-1, D}\right|^{2} \boldsymbol{c}_{D-1}^{(D-1)} \\
-r_{D-1, D}^{*}
\end{array}\right] \in \mathbb{C}^{D}
$$

where $c_{1, D-1}^{(D-1)}$ denotes the first element of $\boldsymbol{c}_{D-1}^{(D-1)}$. Obviously, the first column of $\boldsymbol{C}^{(D)}$ and, thus, the Wiener filter $\boldsymbol{w}_{\boldsymbol{d}}^{(D)}$ at step $D$ depends upon the first column $\boldsymbol{c}_{1}^{(D-1)}$ at step $D-1$ and the new entries of the covariance matrix $r_{D-1, D}$ and $r_{D, D}$. However, we also observe a dependency on the previous last column $\boldsymbol{c}_{D-1}^{(D-1)}$. Hence, we have to find an expression for the last column of $\boldsymbol{C}^{(D)}$ and with Equation (48) we get

$$
\boldsymbol{c}_{D}^{(D)}=\beta_{D}^{-1}\left[\begin{array}{c}
-r_{D-1, D} \boldsymbol{c}_{D-1}^{(D-1)}  \tag{52}\\
1
\end{array}\right]
$$

which only depends on the previous last column and the new entries of $\boldsymbol{R}_{\boldsymbol{d}}^{(D)}$. So, we found an iteration that only updates two vectors $\boldsymbol{c}_{1}^{(D)}$ and $\boldsymbol{c}_{D}^{(D)}$ at each step and, moreover, the mean squared error at step $D$ can be expressed with the first entry $c_{1,1}^{(D)}$ of $\boldsymbol{c}_{1}^{(D)}$ (cf. Equation 32):

$$
\begin{equation*}
M S E^{(D)}=\sigma_{d_{0}}^{2}-\left\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\|_{2}^{2} c_{1,1}^{(D)} \tag{53}
\end{equation*}
$$

The iteration in Equation (51) and (52) only operates with scalars and vectors. However, the scalars $r_{D-1, D}$ and $r_{D, D}$ (cf. Equation 45) are needed which are quadratic forms with the $N \times N$ covariance matrix $\boldsymbol{R}_{\boldsymbol{x}_{0}}$. But the matrix vector multiplication $\boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i}$ with $O\left(N^{2}\right)$ which can be found in the expression for $r_{i-1, i}$ and $r_{i, i}$ has already been used for the Lanczos algorithm in Equation (41) to find the orthonormal basis $\boldsymbol{T}^{(i)}$. Thus, it is worth to include the Lanczos recursion and the resulting algorithm is shown in Table 1, where we substituted $\boldsymbol{c}_{1}^{(i)}$ and $\boldsymbol{c}_{i}^{(i)}$ by $\boldsymbol{c}_{\text {first }}^{(i)}$ and $\boldsymbol{c}_{\text {last }}^{(i)}$, respectively. The resulting computational complexity for a rank $D$ MSNWF is $O\left(N^{2} D\right)$, since a matrix vector multiplication with $O\left(N^{2}\right)$ has to be performed at each step.

Note that the algorithm in Table 1 is just a version of the Conjugate Gradient algorithm [HS52, Saa96]. In fact it is a direct version of the Lanczos algorithm [Saa96] for linear systems.

## A Wiener Filter with Pre-Filtering

The new observation signal after pre-filtering with a full-rank matrix $\boldsymbol{T} \in \mathbb{C}^{N \times N}$ reads as

$$
\begin{equation*}
\boldsymbol{z}_{1}[n]=\boldsymbol{T} \boldsymbol{x}_{0}[n] \tag{54}
\end{equation*}
$$

leading to a new mean squared error

$$
\begin{equation*}
M S E_{\boldsymbol{z}_{1}}=\sigma_{d_{0}}^{2}-\boldsymbol{w}_{\boldsymbol{z}}^{\mathrm{H}} \boldsymbol{r}_{\boldsymbol{z}_{1}, d_{0}}-\boldsymbol{r}_{\boldsymbol{z}_{1}, d_{0}}^{\mathrm{H}} \boldsymbol{w}_{\boldsymbol{z}}+\boldsymbol{w}_{\boldsymbol{z}}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{z}_{1}} \boldsymbol{w}_{\boldsymbol{z}} \tag{55}
\end{equation*}
$$

| choose desired MSE: $\sigma_{\varepsilon}^{2}$ |  |
| :---: | :---: |
| choose maximum dimension: $D$ |  |
| $\boldsymbol{t}_{0}=\mathbf{0}, \quad \boldsymbol{t}_{1}=\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} /\left\\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\\|_{2}$ |  |
| $\boldsymbol{u}=\boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{1}$ |  |
| $r_{0,1}=0, \quad r_{1,1}=\boldsymbol{t}_{1}^{\mathrm{H}} \boldsymbol{u}$ |  |
| $c_{\text {first }}^{(1)}=r_{1,1}^{-1}, \quad c_{\text {last }}^{(1)}=r_{1,1}^{-1}$ |  |
| $M S E^{(1)}=\sigma_{d_{0}}^{2}-\left\\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\\|_{2}^{2} c_{\text {first }}^{(1)}$ |  |
| $\Delta=1$ |  |
| for $i=2, \ldots, D$ |  |
| if $M S E^{(i)}<\sigma_{\varepsilon}^{2}$ then $\Delta=i-1$; break |  |
| $\boldsymbol{v}=\boldsymbol{u}-r_{i-1, i-1} \boldsymbol{t}_{i-1}-r_{i-2, i-1} \boldsymbol{t}_{i-2}$ |  |
| $r_{i-1, i}=\\|\boldsymbol{v}\\|_{2}$ |  |
| if $r_{i-1, i}=0$ then $\Delta=i-1$; break |  |
| $\boldsymbol{t}_{i}=\boldsymbol{v} / r_{i-1, i}$ |  |
| $\boldsymbol{u}=\boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i}$ |  |
| $r_{i, i}=\boldsymbol{t}_{i}^{\mathrm{H}} \boldsymbol{u}$ |  |
| $\beta_{i}=r_{i, i}-\left\|r_{i-1, i}\right\|^{2} c_{\text {last }, i-1}^{(i-1)}$ |  |
| $\boldsymbol{c}_{\text {first }}^{(i)}=\left[\begin{array}{c}\boldsymbol{c}_{\text {first }}^{(i-1)} \\ 0\end{array}\right]+\beta_{i}^{-1} c_{\text {last }, 1}^{(i-1) *}$ | $\left\|r_{i-1, i}\right\|^{2} \boldsymbol{c}_{\text {last }}^{(i-1)}$ $-r_{i-1, i}^{*}$ |
| $\boldsymbol{c}_{\text {last }}^{(i)}=\beta_{i}^{-1}\left[\begin{array}{c}-r_{i-1, i} \boldsymbol{c}_{\text {last }}^{(i-1)} \\ 1\end{array}\right]$ |  |
| $M S E^{(i)}=\sigma_{d_{0}}^{2}-\left\\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\\|_{2}^{2} c_{\text {first }, 1}^{(i)}$ |  |
| $\boldsymbol{T}^{(D)}=\left[\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{\Delta}\right]$ |  |
| $\boldsymbol{w}_{0}^{(D)}=\left\\|\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}\right\\|_{2} \boldsymbol{T}^{(D)} \boldsymbol{c}_{\text {first }}^{(\Delta)}$ |  |

Table 1: Lanczos MSNWF
where the covariance matrix of the new observation signal $\boldsymbol{z}_{1}[n]$ can be expressed as

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{z}_{1}}=\mathrm{E}\left\{\boldsymbol{z}_{1}[n] \boldsymbol{z}_{1}^{\mathrm{H}}[n]\right\}=\boldsymbol{T} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{T}^{\mathrm{H}} \tag{56}
\end{equation*}
$$

and the new crosscorrelation vector is

$$
\begin{equation*}
\boldsymbol{r}_{\boldsymbol{z}_{1}, d_{0}}=\mathrm{E}\left\{\boldsymbol{z}_{1}[n] d_{0}^{*}[n]\right\}=\boldsymbol{T} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} . \tag{57}
\end{equation*}
$$

If we apply the resulting Wiener filter (cf. Equation 8)

$$
\begin{equation*}
\boldsymbol{w}_{\boldsymbol{z}_{1}}=\boldsymbol{R}_{\boldsymbol{z}_{1}}^{-1} \boldsymbol{r}_{\boldsymbol{z}_{1}, d_{0}}=\boldsymbol{T}^{-1, \mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}}^{-1} \boldsymbol{T}^{-1} \boldsymbol{T} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} \tag{58}
\end{equation*}
$$

to the new observation $\boldsymbol{z}_{1}[n]$ to get the new estimate

$$
\begin{equation*}
\hat{d}_{0, \boldsymbol{z}_{1}}[n]=\boldsymbol{w}_{\boldsymbol{z}_{1}}^{\mathrm{H}} \boldsymbol{z}_{1}[n]=\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}}^{-1} \boldsymbol{T}^{-1} \boldsymbol{T} \boldsymbol{x}_{0}[n]=\boldsymbol{w}_{0}^{\mathrm{H}} \boldsymbol{x}_{0}[n], \tag{59}
\end{equation*}
$$

we observe that $\hat{d}_{0, \boldsymbol{z}_{1}}[n]=\hat{d}_{0}[n]$ and, thus, the estimate is unchanged. Consequently, the new minimum mean squared error

$$
\begin{equation*}
M M S E_{\boldsymbol{z}_{1}}=\sigma_{d_{0}}^{2}-\boldsymbol{w}_{\boldsymbol{z}_{1}}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{z}_{1}}^{-1} \boldsymbol{w}_{\boldsymbol{z}_{1}}=\sigma_{d_{0}}^{2}-\boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}}^{\mathrm{H}} \boldsymbol{T}^{\mathrm{H}} \boldsymbol{T}^{-1, \mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{T}^{-1} \boldsymbol{T} \boldsymbol{r}_{\boldsymbol{x}_{0}, d_{0}} \tag{60}
\end{equation*}
$$

is the same as before (cf. Equation 9) which completes the proof of Theorem 1.

## B Basis of MSNWF is Krylov Subspace

The Langrange function for the optimization in Equation (33) reads as

$$
\begin{equation*}
L\left(\boldsymbol{t}, \lambda_{1}, \ldots, \lambda_{i}\right)=\frac{1}{2}\left(\boldsymbol{t}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}+\boldsymbol{t}_{i-1}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}\right)-\sum_{k=1}^{i-1} \lambda_{k} \boldsymbol{t}^{\mathrm{H}} \boldsymbol{t}_{k}-\lambda_{i}\left(\boldsymbol{t}^{\mathrm{H}} \boldsymbol{t}-1\right) \tag{61}
\end{equation*}
$$

The derivation with respect to the complex conjugate of $\boldsymbol{t}$ must be zero, thus,

$$
\begin{equation*}
\frac{\partial L\left(\boldsymbol{t}, \lambda_{1}, \ldots, \lambda_{i}\right)}{\partial \boldsymbol{t}^{*}}=\frac{1}{2} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}-\sum_{k=1}^{i-1} \lambda_{k} \boldsymbol{t}_{k}-\lambda_{i} \boldsymbol{t}=\mathbf{0} . \tag{62}
\end{equation*}
$$

Because $\boldsymbol{t}$ is orthogonal to $\boldsymbol{t}_{k}, k=1, \ldots, i-1$ and the filters $\boldsymbol{t}_{k}$ are orthonormal, i.e., $\boldsymbol{t}_{k}^{\mathrm{H}} \boldsymbol{t}_{l}=\delta_{k, l}$, the Langrange multipliers can be expressed as

$$
\begin{equation*}
\lambda_{k}=\frac{1}{2} \boldsymbol{t}_{k}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{k}, \quad k=1, \ldots, i-1 \tag{63}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{i} \boldsymbol{t}=\frac{1}{2} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1}-\frac{1}{2} \sum_{k=1}^{i-1} \boldsymbol{t}_{k}^{\mathrm{H}} \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1} \boldsymbol{t}_{k}=\frac{1}{2}\left(\mathbf{1}_{N}-\sum_{k=1}^{i-1} \boldsymbol{t}_{k} \boldsymbol{t}_{k}^{\mathrm{H}}\right) \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1} . \tag{64}
\end{equation*}
$$

If we rewrite this expression by substituting the sum with a product of projection matrices (cf. Equation 35), we end up with

$$
\begin{equation*}
\boldsymbol{t}=\frac{1}{2 \lambda_{i}}\left(\prod_{k=i-1}^{1} \boldsymbol{P}_{k}\right) \boldsymbol{R}_{\boldsymbol{x}_{0}} \boldsymbol{t}_{i-1} \tag{65}
\end{equation*}
$$

and since $\lambda_{i}$ has to be chosen to give a unit norm vector, we proved the result in Equation (34).

## C Tri-Diagonalization with Arnoldi Algorithm

The recursion formula of Theorem 2 in Equation 37 can be rewritten to get

$$
\begin{equation*}
h_{i+1, i} \boldsymbol{t}_{i+1}=\left(\prod_{k=i}^{1} \boldsymbol{P}_{k}\right) \boldsymbol{A} \boldsymbol{t}_{i} \tag{66}
\end{equation*}
$$

where we introduced the abbreviation

$$
\begin{equation*}
h_{i+1, i}=\left\|\left(\prod_{k=i}^{1} \boldsymbol{P}_{k}\right) \boldsymbol{A} \boldsymbol{t}_{i}\right\|_{2} \tag{67}
\end{equation*}
$$

If the product of the projectors $\boldsymbol{P}_{k}$ is converted to a sum and the orthogonality of the $\boldsymbol{t}_{i}$ is considered, Equation (66) reads as

$$
\begin{equation*}
h_{i+1, i} \boldsymbol{t}_{i+1}=\boldsymbol{A} \boldsymbol{t}_{i}-\sum_{k=1}^{i} \boldsymbol{t}_{k}^{\mathrm{H}} \boldsymbol{A} \boldsymbol{t}_{i} \boldsymbol{t}_{k} \tag{68}
\end{equation*}
$$

and by substituting

$$
\begin{equation*}
h_{k, i}=\boldsymbol{t}_{k}^{\mathrm{H}} \boldsymbol{A} \boldsymbol{t}_{i} \tag{69}
\end{equation*}
$$

we end up with

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{t}_{i}=h_{i+1, i} \boldsymbol{t}_{i+1}+\sum_{k=1}^{i} h_{k, i} \boldsymbol{t}_{k} \tag{70}
\end{equation*}
$$

which is the $i$-th column of the matrix equality in Equation (38).
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